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Citrix ADC Release Notes

August 20, 2024

Release notes describe how the software has changed in a particular build, and the issues known to
exist in that build.

The release notes document includes all or some of the following sections:

+ What’s New: The enhancements and other changes released in the build.

« Fixed Issues: The issues that are fixed in the build.

+ Known Issues: The issues that exist in the build.

+ Points to Note: The important aspects to keep in mind while using the build.
+ Limitations: The limitations that exist in the build.

Note

« The [# XXXXXX] labels under the issue descriptions are internal tracking IDs used by the
Citrix ADC team.

« These release notes do not document security related fixes. For a list of security related
fixes and advisories, see the Citrix security bulletin.

To view the release notes document for a specific build of release 12.1, click the corresponding link in
the following table. When the release notes are updated for a build, the version number of the release
notes and the publish date are also updated. The release notes publish date might not be the same
as the build GA date.

Note

Citrix ADC release 12.1 is End of Life (EOL). For more information, see Product Matrix.

Release notes for Citrix ADC

release 12.1 Release notes publish date Release notes version
Build 65.39 Jan 16,2024 1.0
Build 64.17 May 25,2022 3.0
Build 63.24 December 24,2021 2.0
Build 62.27 August 24,2021 2.0
Build 61.19 March 22,2021 1.0
Build 60.19 February 03,2021 3.0
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Release notes for Citrix ADC

release 12.1 Release notes publish date Release notes version
Build 59.16 November 10, 2020 3.0
Build 58.15 September 17,2020 1.0
Build 57.18 August 26, 2020 6.0
Build 56.22 August 10, 2020 6.0
Build 55.24 August 10, 2020 3.0
Build 54.16 August 10, 2020 3.0
Build 53.12 August 10, 2020 3.0
Build 52.15 August 10, 2020 2.0
Build 51.19 August 10, 2020 4.0
Build 50.31 March 19, 2020 4.0
Build 49.37 September 11,2019 4.0

Getting started with Citrix ADC

August 20, 2024

This topic describes the basic features and configuration details of a Citrix ADC appliance. System and
network administrators who install and configure network equipment can refer to the content.

Understanding Citrix ADC

The Citrix ADC appliance is an application switch which performs application-specific traffic analysis
to intelligently distribute, optimize, and secure Layer 4-Layer 7 (L4-L7) network traffic for web appli-
cations. For example, a Citrix ADC appliance load balances decisions on individual HTTP requests
instead of long-lived TCP connections. The load balancing feature helps slowing down the failure of
a server with less disruption to clients. The ADC features can be broadly classified as:

Data switching
Firewall security
Optimization

Policy infrastructure

ok wpn =

Packet flow
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Data switching

When deployed in front of application servers, a Citrix ADC ensures optimal distribution of traffic by
how it directs client requests. Administrators can segment application traffic according to informa-
tion in the body of an HTTP or TCP request, and based on L4-L7 header information such as URL,
application data type, or cookie. Numerous load balancing algorithms and extensive server health
checks improve application availability by ensuring that client requests are directed to the appropri-
ate servers.

Firewall security

The Citrix ADC security and protection protect web applications from Application Layer attacks. An
ADC appliance allows legitimate client requests and can block malicious requests. It provides built-in
defenses against denial-of-service (DoS) attacks and supports features that protect against legitimate
surges in application traffic that would otherwise overwhelm the servers. An available built-in firewall
protects web applications from Application Layer attacks, including buffer overflow exploits, SQL in-
jection attempts, cross-site scripting attacks, and more. In addition, the firewall provides identity
theft protection by securing confidential corporate information and sensitive customer data.

Optimization

Optimization offloads resource-intensive operations, such as Secure Sockets Layer (SSL) processing,
data compression, client keep-alive, TCP buffering, and the caching of static and dynamic content
from servers. This improves the performance of the servers in the server farm and therefore speeds
up applications. An ADC appliance supports several transparent TCP optimizations which mitigate
problems caused by high latency and congested network links. Thereby accelerating the delivery of
applications while requiring no configuration changes to clients or servers.

Policy infrastructure

A policy defines specific details of traffic filtering and management on a Citrix ADC. It consists of two
parts: the expression and the action. The expression defines the types of requests that the policy
matches. The action tells the ADC appliance what to do when a request matches the expression. For
example, the expression might be to match a specific URL pattern for a security attack with the con-
figured to drop or reset the connection. Each policy has a priority, and the priorities determine the
order in which the policies are evaluated.

When an ADC appliance receives traffic, the appropriate policy list determines how to process the
traffic. Each policy on the list contains one or more expressions, which together define the criteria
that a connection must meet to match the policy.
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For all policy types except rewrite, the appliance implements only the first policy that has a request
match. For Rewrite policies, the ADC appliance evaluates the policies in order and performs the asso-
ciated actions in the same order. Policy priority is important for getting the results you want.

Packet flow

Depending on requirements, you can choose to configure multiple features. For example, you might
choose to configure both compression and SSL offload. As a result, an outgoing packet might be com-
pressed and then encrypted before being sent to the client.

The following figure shows the DataStream packet flow in the Citrix ADC appliance. DataStream is
supported for MySQL and MS SQL databases.

Citrix ADC .

The following figure shows the DataStream packet flow in the Citrix ADC appliance. DataStreamis sup-
ported for MySQL and MS SQL databases. For information about the DataStream feature, see DataS-
tream.
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Note: If the traffic is for a content switching virtual server, the appliance evaluates policies in the
following order:

1. bound to global override.

2. bound to load balancing virtual server.

3. bound to content switching virtual server.
4. bound to global default.

This way, if a policy rule is true and gotopriorityexpression is END, we stop further policy evalua-
tion.

In content switching, if no load balancing virtual serveris selected or bound to the content switch-
ing virtual server, then we evaluate responder policies bound only to the content switching vir-
tual server.

System limitation

There are system limitations for each Citrix ADC feature when you install Citrix ADC software 9.2 or
later. For more information, see Citrix article, CTX118716.
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Where does a Citrix ADC appliance fit in the network?

August 20, 2024

A Citrix ADC appliance resides between the clients and the servers, so that client requests and server
responses pass throughit. In a typicalinstallation, virtual servers configured on the appliance provide
connection points that clients use to access the applications behind the appliance. In this case, the
appliance owns public IP addresses that are associated with its virtual servers, while the real servers
areisolated in a private network. Itis also possible to operate the appliance in a transparent mode as
an L2 bridge or L3 router, or even to combine aspects of these and other modes.

Physical deployment modes

A Citrix ADC appliance logically residing between clients and servers can be deployed in either of two
physical modes: inline and one-arm. In inline mode, multiple network interfaces are connected to
different Ethernet segments, and the appliance is placed between the clients and the servers. The
appliance has a separate network interface to each client network and a separate network interface to
each server network. The appliance and the servers can exist on different subnets in this configuration.
It is possible for the servers to be in a public network and the clients to directly access the servers
through the appliance, with the appliance transparently applying the L4-L7 features. Usually, virtual
servers (described later) are configured to provide an abstraction of the real servers. The following
figure shows a typical inline deployment.

Figure 1. Inline Deployment
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In one-arm mode, only one network interface of the appliance is connected to an Ethernet segment.
The appliance in this case does not isolate the client and server sides of the network, but provides ac-
cess to applications through configured virtual servers. One-arm mode can simplify network changes
needed for Citrix ADC installation in some environments.

For examples of inline (two-arm) and one-arm deployment, see “Understanding Common Network
Topologies.”

Citrix ADC as an L2 device

A Citrix ADC appliance functioning as an L2 device is said to operate in L2 mode. In L2 mode, the
ADC appliance forwards packets between network interfaces when all of the following conditions are
met:

» The packets are destined to another device’s media access control (MAC) address.
« The destination MAC address is on a different network interface.
« The network interface is a member of the same virtual LAN (VLAN).

By default, all network interfaces are members of a pre-defined VLAN, VLAN 1. Address Resolution
Protocol (ARP) requests and responses are forwarded to all network interfaces that are members of
the same VLAN. To avoid bridging loops, L2 mode must be disabled if another L2 device is working in
parallel with the Citrix ADC appliance.
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For information about how the L2 and L3 modes interact, see Packet forwarding modes.

For information about configuring L2 mode, see the “Enable and disable layer 2 mode”section in
Packet forwarding modes.

Citrix ADC as a packet forwarding device

A Citrix ADC appliance can function as a packet forwarding device, and this mode of operation is
called L3 mode. With L3 mode enabled, the appliance forwards any received unicast packets that are
destined for an IP address that does not belong to the appliance, if there is a route to the destination.
The appliance can also route packets between VLANSs.

In both modes of operation, L2 and L3, the appliance generally drops packets that are in:

« Multicast frames
« Unknown protocol frames destined for an appliance’s MAC address (non-IP and non-ARP)
+ Spanning Tree protocol (unless BridgeBPDUs is ON)

For information about how the L2 and L3 modes interact, see Packet forwarding modes.

For information about configuring the L3 mode, see Packet forwarding modes.

How a Citrix ADC appliance communicates with clients and servers

August 20, 2024

A Citrix ADC appliance is usually deployed in front of a server farm and functions as a transparent
TCP proxy between clients and servers, without requiring any client-side configuration. This basic
mode of operation is called Request Switching technology and is the core of Citrix ADC functional-
ity. Request Switching enables an appliance to multiplex and offload the TCP connections, maintain
persistent connections, and manage traffic at the request (application layer) level. This is possible
because the appliance can separate the HTTP request from the TCP connection on which the request
is delivered.

Depending on the configuration, an appliance might process the traffic before forwarding the request
to a server. For example, if the client attempts to access a secure application on the server, the appli-
ance might perform the necessary SSL processing before sending traffic to the server.

To facilitate efficient and secure access to server resources, an appliance uses a set of IP addresses
collectively known as Citrix ADC-owned IP addresses. To manage your network traffic, you assign Cit-
rix ADC-owned IP addresses to virtual entities that become the building blocks of your configuration.
For example, to configure load balancing, you create virtual servers to receive client requests and dis-
tribute them to services, which are entities representing the applications on your servers.
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Understanding Citrix ADC-owned IP addresses

To function as a proxy, a Citrix ADC appliance uses a variety of IP addresses. The key Citrix ADC-owned
IP addresses are:

« Citrix ADC IP (NSIP) address

The NSIP address is the IP address for management and general system access to the appliance
itself, and for communication between appliances in a high availability configuration.

« Virtual server IP (VIP) address

AVIP addressisthe IP address associated with avirtual server. Itisthe public IP address to which
clients connect. An appliance managing a wide range of traffic may have many VIPs configured.

« Subnet IP (SNIP) address

A SNIP address is used in connection management and server monitoring. You can specify mul-
tiple SNIP addresses for each subnet. SNIP addresses can be bound to a VLAN.

+ |P Set

An IP setis a set of IP addresses, which are configured on the appliance as SNIP . An IP setis iden-
tified with a meaningful name that helps in identifying the usage of the IP addresses contained
init.

« Net Profile

Anet profile (or network profile) contains an IP address or an IP set. A net profile can be bound to
load balancing or content switching virtual servers, services, service groups, or monitors. Dur-
ing communication with physical servers or peers, the appliance uses the addresses specified
in the profile as source IP addresses.

How Traffic flows are managed

Because a Citrix ADC appliance functions as a TCP proxy, it translates IP addresses before sending
packets to a server. When you configure a virtual server, clients connect to a VIP address on the Citrix
ADC appliance instead of directly connecting to a server. As determined by the settings on the virtual
server, the appliance selects an appropriate server and sends the client’s request to that server. By
default, the appliance uses a SNIP address to establish connections with the server, as shown in the
following figure.

Figure 1. Virtual Server Based Connections
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In the absence of a virtual server, when an appliance receives a request, it transparently forwards the
request to the server. Thisis called the transparent mode of operation. When operatingin transparent
mode, an appliance translates the source IP addresses of incoming client requests to the SNIP address
but does not change the destination IP address. For this mode to work, L2 or L3 mode has to be
configured appropriately.

For cases in which the servers need the actual client IP address, the appliance can be configured to
modify the HTTP header by inserting the client IP address as an additional field, or configured to use
the client IP address instead of a SNIP address for connections to the servers.

Traffic management building blocks

The configuration of a Citrix ADC applianceis typically built up with a series of virtual entities that serve
as building blocks for traffic management. The building block approach helps separate traffic flows.
Virtual entities are abstractions, typically representing IP addresses, ports, and protocol handlers for
processing traffic. Clients access applications and resources through these virtual entities. The most
commonly used entities are virtual servers and services. Virtual servers represent groups of servers
in a server farm or remote network, and services represent specific applications on each server.

Most features and traffic settings are enabled through virtual entities. For example, you can configure
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an appliance to compress all server responses to a client that is connected to the server farm through
a particular virtual server. To configure the appliance for a particular environment, you need to iden-
tify the appropriate features and then choose the right mix of virtual entities to deliver them. Most
features are delivered through a cascade of virtual entities that are bound to each other. In this case,
the virtual entities are like blocks being assembled into the final structure of a delivered application.
You can add, remove, modify, bind, enable, and disable the virtual entities to configure the features.
The following figure shows the concepts covered in this section.

Figure 2. How traffic management building blocks work
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A simple load balancing configuration

In the example shown in the following figure, the Citrix ADC appliance is configured to function as a
load balancer. For this configuration, you need to configure virtual entities specific to load balancing
and bind them in a specific order. As a load balancer, an appliance distributes client requests across
several servers and thus optimizes the utilization of resources.

The basic building blocks of a typical load balancing configuration are services and load balancing
virtual servers. The services represent the applications on the servers. The virtual servers abstract the
servers by providing a single IP address to which the clients connect. To ensure that client requests
are sent to a server, you need to bind each service to a virtual server. That is, you must create services
for every server and bind the services to a virtual server. Clients use the VIP address to connect to a
Citrix ADC appliance. When the appliance receives client requests sent to the VIP address, it sends
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them to a server determined by the load balancing algorithm. Load balancing uses a virtual entity
called a monitor to track whether a specific configured service (server plus application) is available to
receive requests.

Figure 3. Load balancing virtual server, services, and monitors
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In addition to configuring the load balancing algorithm, you can configure several parameters that af-
fect the behavior and performance of the load balancing configuration. For example, you can config-
ure the virtual server to maintain persistence based on source IP address. The appliance then directs
all requests from any specific IP address to the same server.

Understanding virtual servers

Avirtual server is a named Citrix ADC entity that external clients can use to access applications hosted
ontheservers. Itis represented by an alphanumeric name, virtual IP (VIP) address, port, and protocol.
The name of the virtual server is of only local significance and is designed to make the virtual server
easier to identify. When a client attempts to access applications on a server, it sends a request to the
VIP instead of the IP address of the physical server. When the appliance receives a request at the VIP
address, it terminates the connection at the virtual server and uses its own connection with the server
on behalf of the client. The port and protocol settings of the virtual server determine the applications
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that the virtual server represents. For example, a web server can be represented by a virtual server
and a service whose port and protocol are set to 80 and HTTP, respectively. Multiple virtual servers
can use the same VIP address but different protocols and ports.

Virtual servers are points for delivering features. Most features, like compression, caching, and SSL
offload, are normally enabled on a virtual server. When the appliance receives a request at a VIP ad-
dress, it chooses the appropriate virtual server by the port on which the request was received and its
protocol. The appliance then processes the request as appropriate for the features configured on the
virtual server.

In most cases, virtual servers work in tandem with services. You can bind multiple services to a vir-
tual server. These services represent the applications running on physical servers in a server farm.
After the appliance processes requests received at a VIP address, it forwards them to the servers as
determined by the load balancing algorithm configured on the virtual server. The following figure
illustrates these concepts.

Figure 4. Multiple Virtual Servers with a Single VIP Address
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The preceding figure shows a configuration consisting of two virtual servers with a common VIP ad-
dress but different ports and protocols. Each of the virtual servers has two services bound to it. The
services sl and s2 are bound to VS_HTTP and represent the HTTP applications on Server 1 and Server
2. The services s3 and s4 are bound to VS_SSL and represent the SSL applications on Server 2 and
Server 3 (Server 2 provides both HTTP and SSL applications). When the appliance receives an HTTP
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request at the VIP address, it processes the request as specified by the settings of VS_HTTP and sends
it to either Server 1 or Server 2. Similarly, when the appliance receives an HTTPS request at the VIP
address, it processes it as specified by the settings of VS_SSL and it sends it to either Server 2 or Server
3.

Virtual servers are not always represented by specific IP addresses, port numbers, or protocols. They
can be represented by wildcards, in which case they are known as wildcard virtual servers. For ex-
ample, when you configure a virtual server with a wildcard instead of a VIP, but with a specific port
number, the appliance intercepts and processes all traffic conforming to that protocol and destined
for the predefined port. For virtual servers with wildcards instead of VIPs and port numbers, the ap-
pliance intercepts and processes all traffic conforming to the protocol.

Virtual servers can be grouped into the following categories:

+ Load balancing virtual server

Receives and redirects requests to an appropriate server. Choice of the appropriate server is
based on which of the various load balancing methods the user configures.

« Cache redirection virtual server

Redirects client requests for dynamic content to origin servers, and requests for static content to
cache servers. Cache redirection virtual servers often work in conjunction with load balancing
virtual servers.

+ Content switching virtual server

Directs traffic to a server on the basis of the content that the client has requested. For example,
you can create a content switching virtual server that directs all client requests for images to
a server that serves images only. Content switching virtual servers often work in conjunction
with load balancing virtual servers.

« Virtual private network (VPN) virtual server

Decrypts tunneled traffic and sends it to intranet applications.

« SSL virtual server

Receives and decrypts SSL traffic, and then redirects to an appropriate server. Choosing the
appropriate server is similar to choosing a load balancing virtual server.

Understanding services

Servicesrepresent applications on a server. While services are normally combined with virtual servers,
in the absence of a virtual server, a service can still manage application-specific traffic. For example,
you can create an HTTP service on a Citrix ADC appliance to represent a web server application. When

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 73



Citrix ADC 12.1

the client attempts to access a web site hosted on the web server, the appliance intercepts the HTTP
requests and creates a transparent connection with the web server.

In service-only mode, an appliance functions as a proxy. It terminates client connections, uses a SNIP
address to establish a connection to the server, and translates the source IP addresses of incoming
client requests to a SNIP address. Although the clients send requests directly to the IP address of
the server, the server sees them as coming from the SNIP address. The appliance translates the IP
addresses, port numbers, and sequence numbers.

A service is also a point for applying features. Consider the example of SSL acceleration. To use this
feature, you must create an SSL service and bind an SSL certificate to the service. When the appliance
receives an HTTPS request, it decrypts the trafficand sendsiit, in clear text, to the server. Only a limited
set of features can be configured in the service-only case.

Services use entities called monitors to track the health of applications. Every service has a default
monitor, which is based on the service type, bound to it. As specified by the settings configured on
the monitor, the appliance sends probes to the application at regular intervals to determine its state.
If the probes fail, the appliance marks the service as down. In such cases, the appliance responds
to client requests with an appropriate error message or re-routes the request as determined by the
configured load balancing policies.

Introduction to the Citrix ADC product line

August 20, 2024

The Citrix ADC product line optimizes delivery of applications over the internet and private networks,
combining application-level security, optimization, and traffic management into a single, integrated
appliance. You can install a Citrix ADC appliance in your server room and route all connections to your
managed servers through it. The Citrix ADC features that you enable and the policies you set are then
applied to incoming and outgoing traffic.

A Citrix ADC appliance can be integrated into any network as a complement to existing load balancers,
servers, caches, and firewalls. It requires no additional client or server side software, and can be con-
figured using the Citrix ADC web-based GUI and CLI configuration utilities.

This topic includes the following sections:

« Citrix ADC Hardware Platforms

« Citrix ADC Editions

» Supported Releases on ADC Hardware
» Supported Browsers
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Citrix ADC Hardware Platforms

Citrix ADC hardware is available in a variety of platforms that have a range of hardware specifica-
tions:

Citrix ADC MPX hardware platform

Citrix ADC SDX hardware platform

Citrix ADC Editions

The Citrix ADC operating system is available in three editions:

« Standard
« Advanced
o Premium

The Standard and Advanced editions have limited features available. Feature licenses are required for
all editions.

For more information about Citrix ADC software editions, see the Citrix ADC Editions datasheet.

For information about how to obtain and install licenses, see Licensing.

Supported releases on Citrix ADC hardware

See the following compatibility matrix tables for all Citrix ADC hardware platforms and the software
releases supported on these platforms:

Citrix ADC MPX Hardware-Software Compatibility Matrix

Citrix ADC SDX Hardware-Software Compatibility Matrix

Supported browsers

To access the Citrix ADC GUI, your workstation must have a supported web browser.

The following table lists the compatible browsers for NetScaler GUI version 12.0, 12.1, and 13.0:

Operating System Browser Versions
Windows 7 & later Internet Explorer 11, Edge, & later
Windows 7 & later Mozilla Firefox 45 & later
Windows 7 & later Chrome 60 & later
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Operating System Browser Versions
MAC Mozilla Firefox 45 & later
MAC Safari 10.1.1 & later

The compatible browser versions for Citrix ADC 11.1 are as follows:

Operating System Browser Versions
Windows 7 & later Internet Explorer 8,9,10, 11, Edge
Windows 7 & later Mozilla Firefox 45 & later
Windows 7 & later Chrome 60 & later

MAC Mozilla Firefox 45 & later

MAC Safari 10.1.1 & later

Install the hardware

August 20, 2024
Before installing a Citrix ADC appliance, review the pre-installation checklist.

To use the SDX appliance, you must complete the following tasks by following the instructions given
in the resources provided in table. Complete the tasks in the sequence given.

Task

Description

1. Read safety, cautions, warnings, and other information

Read the caution and danger information you need to know, before installing the product.
2. Prepare for installation

Unpackyourappliance and ensure all parts were delivered, prepare the site and rack, and follow basic
electrical safety precautions before you install your new appliance.

3. Install the hardware

Rack mount the appliance, install transceivers (if available), and connect the appliance to the network
and a power source.
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4. Configure the appliance.
Configure the initial settings of the Citrix ADC appliance by using the GUI or the serial console.

Follow the steps given in the following documentations to complete these tasks:

« Citrix ADC MPX hardware documentation

« Citrix ADC SDX hardware documentation

Access a Citrix ADC appliance

August 20, 2024

A Citrix ADC appliance has both a command line interface (CLI) and a GUI. The GUI includes a con-
figuration utility for configuring the appliance and a statistical utility, called Dashboard. For initial
access, all appliances ship with the default Citrix ADC IP address (NSIP) of 192.168.100.1 and the de-
fault subnet mask of 255.255.0.0. You can assign a new NSIP and an associated subnet mask during
initial configuration.

If you encounter an IP address conflict when deploying multiple Citrix ADC units, check for the follow-
ing possible causes:

+ Didyou selectan NSIP thatisan IP address already assigned to another device on your network?

+ Did you assign the same NSIP to multiple Citrix ADC appliances?

« The NSIP is reachable on all physical ports. The ports on a Citrix ADC are host ports, not switch
ports.

The following table summarizes the available access methods.

Default IP Address Required?

Access Method Port (Y/N)
CLI Console N
CLlIand GUI Ethernet Y

Command line interface

You can access the CLI locally, by connecting a workstation to the console port, or remotely, by con-
necting through the secure shell (SSH) from any workstation on the same network.
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Log on to the Command Line Interface through the Console Port

The appliance has a console port for connecting to a computer workstation. To log on to the appliance,
you need a serial crossover cable and a workstation with a terminal emulation program.

To log on to the CLI through the console port, follow these steps:

1. Connectthe console portto aserial port on the workstation. For more information, see Connect
the console cable.

2. On the workstation, start HyperTerminal or any other terminal emulation program. If the lo-
gon prompt does not appear, you might have to press ENTER one or more times to display it.

3. In User Name, type nsroot. In Password, type nsroot and if that password does not work,
try typing the serial number of the appliance. The serial number bar code is available at the
back of the appliance.

Log on to the Command Line Interface by using SSH

The SSH protocolis the preferred remote access method for accessing an appliance remotely from any
workstation on the same network. You can use either SSH version 1 (SSH1) or SSH version 2 (SSH2.)

If you do not have a working SSH client, you can download and install any of the following SSH client
programs:

o PuTTY
Open Source software supported on multiple platforms. Available at:
“http://www.chiark.greenend.org.uk/~sgtatham/putty/”

+ Vandyke Software SecureCRT
Commercial software supported on the Windows platform. Available at:

“http://www.vandyke.com/products/securecrt/”

These programs are tested by the Citrix ADC team, who have verified that they work correctly with a
Citrix ADC appliance. Other programs might also work correctly, but have not been tested.

To verify that the SSH client is installed properly, use it to connect to any device on your network that
accepts SSH connections.

To log on to a Citrix ADC appliance by using an SSH client, follow these steps:

1. Onyour workstation, start the SSH client.

2. For initial configuration, use the default IP address (NSIP), which is 192.168.100.1. For subse-
quent access, use the NSIP that was assigned during initial configuration. Select either SSH1 or
SSH2 as the protocol.
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3. In User Name, type nsroot. In Password, type nsroot and if that password does not work,
try typing the serial number of the appliance. The serial number bar code is available at the
back of the appliance. For example.

login as: nsroot

Using keyboard-interactive authentication.

Password:

Last login: Tue Jun 16 10:37:28 2009 from 10.102.29.9

Done

Citrix ADC GUI
Important:

A certificate-key pair is required for HTTPS access to the Citric ADC GUI. On the ADC, a certificate-
key pairis automatically bound to the internal services. On an MPX or SDX appliance, the default
key size is 1024 bytes, and on a VPX instance, the default key size is 512 bytes. However, most
browsers today do not accept a key that is less than 1024 bytes. As a result, HTTPS access to the
VPX configuration utility is blocked.

Also, if a license is not present on an MPX appliance when it starts, and you add a license later and
restart the appliance, you might lose the certificate binding.

Citrix recommends that you install a certificate-key pair of at least 1024 bytes on a Citrix ADC for HTTPS
access to the GUI. Also, install an appropriate license before starting the ADC.

The GUI includes a configuration utility and a statistical utility, called Dashboard, either of which you
access through a workstation connected to an Ethernet port on the appliance.

The system requirements for the workstation running the GUI are as follows:

« For Windows-based workstations, a Pentium 166 MHz or faster processor.
+ For Linux-based workstations, a Pentium platform running Linux kernel v2.2.12 or above,
and glibc version 2.12-11 or later. A minimum of 32 MB RAM is required, and 48 MB RAM
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is recommended. The workstation must support 16-bit color mode, KDE, and KWM window
managers used in conjunction, with displays set to local hosts.
+ For Solaris-based workstations, a Sun running either Solaris 2.6, Solaris 7, or Solaris 8.

Your workstation must have a supported web browser to access the configuration utility and Dash-
board.

The following browsers are supported.

Operating System:
Windows 7

Browser: Internet Explorer (version 9, 10, and 11), Mozilla Firefox (version 3.6.25 and above), Google
Chrome (latest).

Operating System:
Windows 64 bit

Browser: Internet Explorer (version 8,9, 10, and 11), Google Chrome (version latest)

Operating System:

MAC

Browser: Mozilla Firefox (version 3.6.25 and above), Safari (version 5.1.3 and above), Google Chrome
(version latest)

Use the Citrix ADC GUI

Once you log on to the configuration utility, you can configure the appliance through a graphical in-
terface that includes context-sensitive help.

To log on to the GUI, follow these steps:

1. Open your web browser and enter the Citrix ADC IP (NSIP) as an HTTP address. If you have not
yet set up the initial configuration, enter the default NSIP (http://192.168.100.1). The Citrix Lo-
gon page appears.

Note: If you have two Citrix ADC appliances in a high availability setup, do not access the GUI by
entering the IP address of the secondary Citrix ADC appliance. If you do so and use the GUI to
configure the secondary appliance, your configuration changes are not applied to the primary
Citrix ADC appliance.

2. Inthe User Name text box, type nsroot.

3. In the Password text box, type the administrative password you assigned to the nsroot ac-
count during initial configuration and click Login. If that password does not work, try typing
the serial number of the appliance. The serial number bar code is available at the back of the
appliance.
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To access the online help, select Help from the Help menu at the top right corner.

Use the Statistical Utility

Dashboard, the statistical utility, is a browser-based application that displays charts and tables on
which you can monitor the performance of a Citrix ADC appliance.

To log on to Dashboard, follow these steps:

1. Open your web browser and enter the NSIP as an HTTP address. The Citrix Logon page appears.

2. Inthe User Name text box, type nsroot.

3. In the Password text box, type the administrative password you assigned to the nsroot ac-
count during initial configuration. If that password does not work, try typing the serial number
of the appliance. The serial number bar code is available at the back of the appliance.

Configure the ADC for the first time

August 20, 2024

For initial configuration of a Citrix ADC MPX appliance, see Initial Configuration of a Citrix MPX appli-

ance.

For initial configuration of a Citrix SDX appliance, see Initial Configuration of a Citrix SDX appliance.

NITRO API

You can use the NITRO API to configure the Citrix ADC appliance. NITRO exposes its functionality
through Representational State Transfer (REST) interfaces. Therefore, NITRO applications can be de-
veloped in any programming language. Additionally, for applications that must be developed in Java
or .NET or Python, NITRO APIs are exposed through relevant libraries that are packaged as separate
Software Development Kits (SDKs). For more information, see NITRO API.

Secure your Citrix ADC deployment

August 20, 2024

To maintain security through the deployment life cycle of Citrix ADC appliance, Citrix recommends
you to consider the following security aspects:
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+ Physical Security

« Appliance Security

» Network Security

+ Administration and Management

Different deployments might require different security considerations. The Citrix ADC secure deploy-
ment guidelines provide general security guidance to help you decide on an appropriate secure de-
ployment based on your specific security requirements.

For more information on guidelines for securely deploying the Citrix ADC appliance, see Citrix ADC
secure deployment guidelines.

Configure high availability

August 20, 2024

You can deploy two Citrix ADC appliances in a high availability configuration, where one unit actively
accepts connections and manages servers while the secondary unit monitors the first. The Citrix ADC
appliance thatis actively accepting connections and managing the serversis called a primary unit and
the other one is called a secondary unit in a high availability configuration. If there is a failure in the
primary unit, the secondary unit becomes the primary and begins actively accepting connections.

Each Citrix ADC appliance in a high availability pair monitors the other by sending periodic messages,
called heartbeat messages or health checks, to determine the health or state of the peer node. If
a health check for a primary unit fails, the secondary unit retries the connection for a specific time
period. For more information about high availability, see High Availability. If a retry does not succeed
by the end of the specified time period, the secondary unit takes over for the primary unitin a process
called failover. The following figure shows two high availability configurations, one in one-arm mode
and the other in two-arm mode.

Figure 1. High availability in one-arm mode
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Citrix NetScaler
NS1

Figure 2. High availability in two-arm mode
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Citrix Citrix NetScaler
NetScaler NS1 NS2

Server S1 Server 52 Server S3

In one-arm configuration, both NS1 and NS2 and servers S1, S2, and S3 are connected to the switch.

In two-arm configuration, both NS1 and NS2 are connected to two switches. The servers S1, S2, and
S3 are connected to the second switch. The traffic between client and the servers passes through
either NS1 or NS2.

To set up a high availability environment, configure one ADC appliance as primary and another as
secondary. Perform the following tasks on each of the ADC appliances:

+ Add a node.
+ Disable high availability monitoring for unused interfaces.

Add a Node

A node is a logical representation of a peer Citrix ADC appliance. It identifies the peer unit by ID and
NSIP. An appliance uses these parameters to communicate with the peer and track its state. When
you add a node, the primary and secondary units exchange heartbeat messages asynchronously. The
node ID is an integer that must not be greater than 64.
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Through CLI

To add a node by using the command line interface, follow these steps:

At the command prompt, type the following commands to add a node and verify that the node has
been added:

« add HA node <id> <IPAddress>
« show HA node <id>
Example

add HA node 0 10.102.29.170
Done
> show HA node 0
1) Node ID: 0]
23 10.102.29.200 (NS200)
Node State: UP
Master State: Primary
SSL Card Status: UP
Hello Interval: 200 msecs
Dead Interval: 3 secs
Node in this Master State for: 1:0:41:50 (days:hrs:min:
sec)

Through GUI

To add a node by using the GUI, follow these steps:

1. Navigate to System > High Availability.

2. Click Add on the Nodes tab.

3. Onthe Create HA Node page, in the Remote Node IP Address text box, type the NSIP Address
(for example, 10.102.29.170) of the remote node.

4. Ensure that the Configure remote system to participate in High Availability setup check box
is selected. Provide the login credentials of the remote node in the text boxes under Remote
System Login Credentials.

5. Select the Turn off HA monitor on interfaces/channels that are down check box to disable
the HA monitor on interfaces that are down.

Verify that the node you added appears in the list of nodes in the Nodes tab.

Disable high availability monitoring for unused interfaces

The high availability monitor is a virtual entity that monitors an interface. You must disable the mon-
itor for interfaces that are not connected or being used for traffic. When the monitor is enabled on an
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interface whose status is DOWN, the state of the node becomes NOT UP. In a high availability config-
uration, a primary node entering a NOT UP state might cause a high availability failover. An interface
is marked DOWN under the following conditions:

+ Theinterface is not connected
+ Theinterface is not working properly
« The cable connecting the interface is not working properly

Through CLI

To disable the high availability monitor for an unused interface by using the command line interface,
follow these steps:

At the command prompt, type the following commands to disable the high availability monitor for an
unused interface and verify that it is disabled:

« setinterface <id>-haMonitor OFF
« show interface <id>
Example

> set interface 1/8 -haMonitor OFF

Done

> show +interface 1/8
Interface 1/8 (Gig Ethernet 10/100/1000 MBits) #2
flags=0x4000 <ENABLED, DOWN, down, autoneg, 802.1qg>
MTU=1514, native vlan=1, MAC=00:d0:68:15:fd:3d, downtime

238h55m44s
Requested: media AUTO, speed AUTO, duplex AUTO, fctl OFF,
throughput 0

RX: Pkts(0®) Bytes(@) Errs(0) Drops(0) Stalls(0)

TX: Pkts(0) Bytes(0) Errs(@) Drops(0) Stalls(0)

NIC: InDisc(@) OutDisc(@) Fctls(0®) Stalls(®) Hangs(0)
Muted (0)

Bandwidth thresholds are not set.

When the high availability monitor is disabled for an unused interface, the output of the show
interface command for that interface does not include “HAMON.”

Through GUI

To disable the high availability monitor for unused interfaces by using the GUI, follow these steps:

1. Navigate to System > Network > Interfaces.
2. Select the interface for which the monitor must be disabled.
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Click Open. The Modify Interface dialog box appears.

In HA Monitoring, select the OFF option.

Click OK.

Verify that, when the interface is selected, “HA Monitoring: OFF”appears in the details at the

o AW

bottom of the page.

Change an RPC node password

August 20, 2024

To communicate with other Citrix ADC appliances, each appliance requires knowledge of the other
appliances, including how to authenticate on Citrix ADC appliance. RPC nodes are internal system
entities used for system-to-system communication of configuration and session information. One
RPC node exists on each Citrix ADC appliance and stores information, such as the IP addresses of the
other Citrix ADC appliance and the passwords used for authentication. The Citrix ADC appliance that
contacts the other Citrix ADC appliance checks the password within the RPC node.

To change an RPC node password by using the GUI

[y

. Navigate to System > Network > RPC.
2. Inthe RPC pane, select the node and then click Edit.
3. In Configure RPC Node, type the new password.

4. In Source IP Address, type the existing node’s IP address to be used to communicate with the
peer system node.
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Dashboard Configuration I

@ Configure RPC Node

Node IP Address
101061775

Password

Confirm Password

Reset Password
Source IP Address*

| & ‘

Secure

5. Select Secure and then click OK.
Note

When you enable the Secure option, the appliance encrypts all communication sent from
the node to other RPC nodes thus securing the RPC communication

To change an RPC node password by using the CLI

At the command line, type the following commands:

set ns rpcNode <IPAddress> {
-password }

[-secure ( YES | NO )]
show ns rpcNode

Example:

> set ns rpcNode 192.0.2.4 -password mypassword -secure YES
Done
> show rpcNode

IPAddress: 192.0.2.4 Password: d336004164d4352ce39e
SrcIP: «x Secure: ON

Done

>

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 88



Citrix ADC 12.1

Configure a FIPS appliance for the first time

August 20, 2024

Notes

« FIPS FAQ can be found here: FIPS FAQ.
« VPX FIPS configuration can be found here: Citrix ADC VPX FIPS certified appliances.

A certificate-key pair is required for HTTPS access to the configuration utility and for secure remote
procedure calls. RPC nodes are internal system entities used for system-to-system communication
of configuration and session information. One RPC node exists on each appliance. This node stores
the password, which is checked against the one provided by the contacting appliance. To commu-
nicate with other Citrix ADC appliances, each appliance requires knowledge of the other appliances,
including how to authenticate on the other appliance. RPC nodes maintain this information, which
includes the IP addresses of the other Citrix ADC appliances and the passwords used to authenticate
on each.

On a Citrix ADC MPX appliance virtual appliance, a certificate-key pair is automatically bound to the
internal services. On a FIPS appliance, a certificate-key pair must be imported into the hardware secu-
rity module (HSM) of a FIPS card. To do so, you must configure the FIPS card, create a certificate-key
pair, and bind it to the internal services.

Configure secure HTTPS by using the CLI

To configure secure HTTPS by using the CLI, follow these steps
1. Initialize the hardware security module (HSM) on the FIPS card of the appliance. Forinformation

about initializing the HSM, see Configure the HSM.

2. If the appliance is part of a high availability setup, enable the SIM. For information about en-
abling the SIM on the primary and secondary appliances, see “Configure FIPS appliances in a
high availability setup.

3. Import the FIPS key into the HSM of the FIPS card of the appliance. At the command prompt,
type:

import ssl fipskey serverkey -key ns-server.key -inform PEM
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4. Add a certificate-key pair. At the command prompt, type:
add certkey server -cert ns-server.cert -fipskey serverkey

5. Bind the certificate-key created in the previous step to the following internal services. At the
command prompt, type:

bind ssl service nshttps-127.0.0.1-443 -certkeyname server

bind ssl service nshttps-::11-443 -certkeyname server

Configure secure HTTPS by using the GUI

To configure secure HTTPS by using the GUI, follow these steps:

1. Initialize the hardware security module (HSM) on the FIPS card of the appliance. Forinformation
about initializing the HSM, see Configure the HSM.

2. Ifthe appliance is part of a high availability setup, enable the secure information system (SIM).
For information about enabling the SIM on the primary and secondary appliances, see Config-
ure FIPS appliances in a high availability setup.

3. Import the FIPS key into the HSM of the FIPS card of the appliance. For more information about
importing a FIPS key, see the Import an existing FIPS key section.

4. Navigate to Traffic Management > SSL > Certificates.
5. In the details pane, click Install.
6. Inthe Install Certificate dialog box, type the certificate details.
7. Click Create, and then click Close.
8. Navigate to Traffic Management > Load Balancing > Services.
9. Inthe details pane, on the Action tab, click Internal Services.
10. Select nshttps-127.0.0.1-443 from the list, and then click Open.

11. Onthe SSL Settings tab, in the Available pane, select the certificate created in step 7, click Add,
and then click OK.

12. Select nshttps—-::11-443 from the list, and then click Open.

13. Onthe SSL Settings tab, in the Available pane, select the certificate created in step 7, click Add,
and then click OK.

14. Click OK.
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Configure secure RPC by using the CLI

To configure secure RPC by using the CLI, follow these steps:

1.

Initialize the hardware security module (HSM) on the FIPS card of the appliance. Forinformation
about initializing the HSM, see Configure the HSM.

Enable the secure information system (SIM). For information about enabling the SIM on the pri-
mary and secondary appliances, see Configure FIPS appliances in a high availability setup.

. Import the FIPS key into the HSM of the FIPS card of the appliance. At the command prompt,

type:

import ssl fipskey serverkey -key ns-server.key -inform PEM

Add a certificate-key pair. At the command prompt, type:

add certkey server -cert ns-server.cert -fipskey serverkey

Bind the certificate-key pair to the following internal services. At the command prompt, type:
bind ssl service nsrpcs-127.0.0.1-3008 -certkeyname server

bind ssl service nskrpcs-127.0.0.1-3009 -certkeyname server

bind ssl service nsrpcs—-::11-3008 -certkeyname server

Enable secure RPC mode. At the command prompt, type:

set ns rpcnode <IP address> -secure YES

For more information about changing an RPC node password, see Change an RPC node pass-
word.

Configure secure RPC by using the GUI

To configure secure RPC by using the GUI, follow these steps:

1.

N ook

Initialize the hardware security module (HSM) on the FIPS card of the appliance. Forinformation
about initializing the HSM, see Configure the HSM.

Enable the secure information system (SIM). For information about enabling the SIM on the pri-
mary and secondary appliances, Configure FIPS appliances in a high availability setup.

Import the FIPS key into the HSM of the FIPS card of the appliance. For more information about
importing a FIPS key, the Import an existing FIPS key section.

Navigate to Traffic Management > SSL > Certificates.

In the details pane, click Install.

In the Install Certificate dialog box, type the certificate details.

Click Create, and then click Close.
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8. Navigate to Traffic Management > Load Balancing > Services.
9. Inthe details pane, on the Action tab, click Internal Services.
10. Select nsrpcs-127.0.0.1-3008 from the list, and then click Open.
11. Onthe SSL Settings tab, in the Available pane, select the certificate created in step 7, click Add,
and then click OK.
12. Select nskrpcs=-127.0.0.1-3009 from the list, and then click Open.
13. Onthe SSL Settings tab, in the Available pane, select the certificate created in step 7, click Add,
and then click OK.
14. Select nsrpcs-::11-3008 from the list, and then click Open.
15. Onthe SSL Settings tab, in the Available pane, select the certificate created in step 7, click Add,
and then click OK.
16. Click OK.
17. Navigate to System > Network > RPC.
18. In the details pane, select the IP address, and click Open.
19. In the Configure RPC Node dialog box, select Secure.
20. Click OK.

Common network topologies

August 20, 2024

As described in the “Physical deployment mode”section in Where does a Citrix ADC appliance fit in
the network?, you can deploy the Citrix ADC appliance either inline between the clients and servers
or in one-arm mode. Inline mode uses a two-arm topology, which is the most common type of de-
ployment.

Set up a common two-arm topology

In a two-arm topology, one network interface is connected to the client network and another network
interface is connected to the server network, ensuring that all traffic flows through the appliance. This
topology might require you to reconnect your hardware and also might result in a momentary down-
time. The basic variations of two-arm topology are multiple subnets, typically with the appliance on
a public subnet and the servers on a private subnet, and transparent mode, with both the appliance
and the servers on the public network.
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Set up a simple two-arm multiple subnet topology

One of the most commonly used topologies has the Citrix ADC appliance inline between the clients
and the servers, with a virtual server configured to handle the client requests. This configuration is
used when the clients and servers reside on different subnets. In most cases, the clients and servers
reside on public and private subnets, respectively.

For example, consider an appliance deployed in two-arm mode for managing servers S1, S2, and S3,
with a virtual server of type HTTP configured on the appliance, and with HTTP services running on the
servers. The serversare on a private subnetand a SNIP is configured on the appliance to communicate
with the servers. The Use SNIP (USNIP) option must be enabled on the appliance so that it uses the
SNIP instead of the MIP.

As shown in the following figure, the VIP is on public subnet 217.60.10.0, and the NSIP, the servers,
and the SNIP are on private subnet 192.168.100.0/24.

Figure 1. Topology Diagram for Two-Arm Mode, Multiple Subnets

Client

Internet

Public Subnet
217.60.10.0/ 24

NSIP: 192.168.100.5

SNIP: 192,168.100.1
Private Subnet

192.168.100.0 / 24

Server 51 Server 52 Server 53
192.168.100.2 192.168.100.3 192.168.100.4

To deploy a Citrix ADC appliance in two-arm mode with multiple subnets, follow these steps:

1. Configure the NSIP and default gateway, as described in Configuring the NetScaler IP Address
(NSIP).
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2. Configure the SNIP, as described in Configuring Subnet IP Addresses.

3. Enable the USNIP option, as described in To enable or disable USNIP mode section.

4. Configure the virtual server and the services, as described in Creating a Virtual Server section
and Configuring Services section.

5. Connect one of the network interfaces to a private subnet and the other interface to a public
subnet.

Set up a simple two-arm transparent topology

Use transparent mode if the clients need to access the servers directly, with no intervening virtual
server. The server IP addresses must be public because the clients need to be able to access them.
In the example shown in the following figure, a Citrix ADC appliance is placed between the client and
the server, so the traffic must pass through the appliance. You must enable L2 mode for bridging the
packets. The NSIP and MIP are on the same public subnet, 217.60.10.0/24.

Figure 2. Topology Diagram for Two-Arm, Transparent Mode
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To deploy a Citrix ADC appliance in two-arm, transparent mode, follow these steps

1. Configure the NSIP and default gateway, as described in Configuring the NetScaler IP Address
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(NSIP).
2. Enable L2 mode, as described in Enabling and Disabling Layer 2 Mode.
3. Configure the default gateway of the managed servers as the MIP.
4. Connect the network interfaces to the appropriate ports on the switch.

Set up common one-arm topologies

The two basic variations of one-arm topology are with a single subnet and with multiple subnets.

Set up a simple one-arm single subnet topology

You can use a one-arm topology with a single subnet when the clients and servers reside on the same
subnet. Forexample, consider a Citrix ADC appliance deployed in one-arm mode for managing servers
S1,S2,and S3. Avirtual server of type HTTP is configured on an ADC appliance, and HTTP services are
running on the servers. As shown in the following figure, the Citrix ADC IP address (NSIP), the Mapped
IP address (MIP), and the server IP addresses are on the same public subnet, 217.60.10.0/24.

Figure 3. Topology Diagram for One-Arm Mode, Single Subnet
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To deploy a Citrix ADC appliance in one-arm mode with a single subnet, follow these steps:
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1. Configure the NSIP and the default gateway, as described in, as described in Configuring the
Citrix ADC IP Address (NSIP).

2. Configure the virtual server and the services, as described in Creating a Virtual Server section
and Configuring Services section.

3. Connect one of the network interfaces to the switch.

Set up a simple one-arm multiple subnet topology

You can use a one-arm topology with multiple subnets when the clients and servers reside on the dif-
ferent subnets. For example, consider a Citrix ADC appliance deployed in one-arm mode for managing
servers S1, S2, and S3, with the servers connected to switch SW1 on the network. A virtual server of
type HTTP is configured on the appliance, and HTTP services are running on the servers. These three
servers are on the private subnet, so a subnet IP address (SNIP) is configured to communicate with
them. The Use Subnet IP address (USNIP) option must be enabled so that the appliance uses the
SNIP instead of a MIP. As shown in the following figure, the virtual IP address (VIP) is on public subnet
217.60.10.0/24; the NSIP, SNIP, and the server IP addresses are on private subnet 192.168.100.0/24.

Figure 4. Topology Diagram for One-Arm Mode, Multiple Subnets

Client

Citrix NetScaler VIP: 217.60.10.2
NSIP: 192.168.100.5 HTTP, Port: 80

Public Subnet
217.60.10.0 / 24

Private Subnet SNIP:

192.168.100.0/ 24 192.168.100.1
Server 51 Server 52 Server 53
192.168.100.2 192.168.100.3 192.168.100.4
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To deploy a Citrix ADC appliance in one-arm mode with multiple subnets, follow these steps:

1. Configure the NSIP and the default gateway, as described in Configuring the NetScaler IP Ad-
dress (NSIP).

2. Configure the SNIP and enable the USNIP option, as described in Configuring Subnet IP Ad-
dresses.

3. Configure the virtual server and the services, as described in Creating a Virtual Server section
and Configuring Services section.

4. Connect one of the network interfaces to the switch.

System management settings

August 20, 2024

Onceyourinitial configurationisin place, you can configure settings to define the behavior of the Citrix
ADC appliance and facilitate connection management. You have a number of options for handling
HTTP requests and responses. Routing, bridging, and MAC based forwarding modes are available
for handling packets not addressed to the Citrix ADC appliance. You can define the characteristics
of your network interfaces and can aggregate the interfaces. To prevent timing problems, you can
synchronize the Citrix clock with a Network Time Protocol (NTP) server. The Citrix ADC appliance can
operate in various DNS modes, including as an authoritative domain name server (ADNS). You can set
up SNMP for system management and customize syslog logging of system events. Before deployment,
verify that your configuration is complete and correct.

System settings

August 20, 2024

Configuration of system settings includes basic tasks such as configuring HTTP ports to enable con-
nection keep-alive and server offload, setting the maximum number of connections for each server,
and setting the maximum number of requests per connection. You can enable client IP address inser-
tion for situations in which a proxy IP address is not suitable, and you can change the HTTP cookie
version.

You can also configure a Citrix ADC appliance to open FTP connections on a controlled range of ports
instead of ephemeral ports for data connections. This improves security, because opening all ports
on the firewall is insecure. You can set the range anywhere from 1,024 to 64,000.
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Before deployment, go through the verification checklists to verify your configuration. To configure
HTTP parameters and the FTP port range, use the Citrix ADC GUI.

You can modify the types of HTTP parameters described in the following table.
Parameter Type: HTTP Port Information

Specifies: The web server HTTP ports used by your managed servers. If you specify the ports, the
appliance performs request switching for any client request that has a destination port matching a
specified port.

Note: If an incoming client request is not destined for a service or a virtual server that is specif-
ically configured on the appliance, the destination port in the request must match one of the
globally configured HTTP ports. This allows the appliance to perform connection keep-alive and
server off-load.

Parameter Type: Limits

Specifies: The maximum number of connections to each managed server, and the maximum num-
ber of requests sent over each connection. For example, if you set Max Connections to 500, and the
appliance is managing three servers, it can open a maximum of 500 connections to each of the three
servers. By default, the appliance can create an unlimited number of connections to any of the servers
it manages. To specify an unlimited number of requests per connection, set Max Requests to 0.

Note: If you are using the Apache HTTP server, you must set Max Connections equal to the value
of the MaxClients parameter in the Apache httpd.conf file. Setting this parameter is optional for

other web servers.

Parameter Type: Client IP Insertion

Specifies: Enable/disable insertion of the client’s IP address into the HTTP request header. You can
specify a name for the header field in the adjacent text box. When a web server managed by an appli-
ance receives a subnet IP address, the server identifies it as the client’s IP address. Some applications
need theclient’s IP address for logging purposes or to dynamically determine the content to be served
by the web server.

You can enable insertion of the actual client IP address into the HTTP header request sent from the
client to one, some, or all servers managed by the appliance. You can then access the inserted ad-
dress through a minor modification to the server (using an Apache module, ISAPI interface, or NSAPI
interface).

Parameter Type: Cookie Version

Specifies: The HTTP cookie version to use when COOKIEINSERT persistence is configured on a virtual
server. The default, version 0, is the most common type on the Internet. Alternatively, you can specify
version 1.
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Parameter Type: Requests/Responses

Specifies: Options for handling certain types of requests, and enable/disable logging of HTTP error
responses.

Parameter Type: Server Header Insertion
Specifies: Insert a server header in Citrix ADC-generated HTTP responses.

To configure HTTP parameters by using the GUI, follow these steps:

1. Inthe navigation pane, expand System, and then click Settings.

2. Inthe details pane, under Settings, click Change HTTP parameters.

3. Inthe Configure HTTP parameters dialog box, specify values for some or all of the parameters
that appear under the headings listed in the table above.

4. Click OK.

To set the FTP port range by using the GUI, follow these steps:

1. Inthe navigation pane, expand System, and then click Settings

2. Inthe details pane, under Settings, click Change global system settings.

3. Under FTP Port Range, in the Start Port and End Port text boxes, type the lowest and highest
port numbers, respectively, for the range you want to specify (for example, 5000 and 6000).

4. Click OK.

Packet forwarding modes

August 20, 2024

The Citrix ADC appliance can either route or bridge packets that are not destined for an IP address
owned by the appliance (that is, the IP address is not the NSIP, a MIP, a SNIP, a configured service, or a
configured virtual server). By default, L3 mode (routing) is enabled and L2 mode (bridging) is disabled,
but you can change the configuration. The following flow chart shows how the appliance evaluates
packets and either processes, routes, bridges, or drops them.

Figure 1. Interaction between Layer 2 and Layer 3 Modes
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An appliance can use the following modes to forward the packets it receives:

« Layer2 (L2) Mode
« Layer 3 (L3) Mode
+ MAC-Based Forwarding Mode

Enable and disable layer 2 mode

Layer 2 mode controls the Layer 2 forwarding (bridging) function. You can use this mode to configure
a Citrix ADC appliance to behave as a Layer 2 device and bridge the packets that are not destined for
it. When this mode is enabled, packets are not forwarded to any of the MAC addresses, because the
packets can arrive on any interface of the appliance and each interface has its own MAC address.

With Layer 2 mode disabled (which is the default), the appliance drops packets that are not destined
for one of its MAC address. If another Layer 2 device is installed in parallel with the appliance, Layer
2 mode must be disabled to prevent bridging (Layer 2) loops. You can use the configuration utility or

the command line to enable Layer 2 mode.

Note: The appliance does not support the Spanning Tree Protocol. To avoid loops, if you enable L2
mode, do not connect two interfaces on the appliance to the same broadcast domain.
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To enable or disable Layer 2 mode by using the CLI

At the command prompt, type the following commands to enable/disable Layer 2 mode and verify
that it has been enabled/disabled:

« enable ns mode <Mode>
« disable ns mode <Mode>
« show ns mode

Examples

> enable ns mode 12
Done
> show ns mode

Mode Acronym Status

1) Fast Ramp FR ON

2) Layer 2 mode L2 ON

Done
>

> disable ns mode 12
Done
> show ns mode

Mode Acronym Status

1) Fast Ramp FR ON
2) Layer 2 mode L2 OFF

Done
>

To enable or disable Layer 2 mode by using the GUI

1. Inthe navigation pane, expand System, and then click Settings.

2. Inthe details pane, under Modes and Features, click Configure modes.

3. Inthe Configure Modes dialog box, to enable Layer 2 mode, select the Layer 2 Mode check box.
To disable Layer 2 mode, clear the check box.

4. Click OK. The Enable/Disable Mode(s)? message appears in the details pane.

5. Click Yes.
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Enable and disable layer 3 mode

Layer 3 mode controls the Layer 3 forwarding function. You can use this mode to configure a Citrix
ADC appliance to look at its routing table and forward packets that are not destined for it. With Layer
3 mode enabled (which is the default), the appliance performs route table lookups and forwards all
packets that are not destined for any appliance-owned IP address. If you disable Layer 3 mode, the
appliance drops these packets.

Enable or disable Layer 3 mode by using the CLI

At the command prompt, type the following commands to enable/disable Layer 3 mode and verify
that it has been enabled/disabled:

« enable ns mode <Mode>
« disable ns mode <Mode>
« show ns mode

Examples

> enable ns mode 13
Done
> show ns mode

Mode Acronym Status

1) Fast Ramp FR ON
2) Layer 2 mode L2 OFF

9) Layer 3 mode (IP forwarding) L3 ON

Done
>

> disable ns mode 13
Done
> show ns mode

Mode Acronym Status

1) Fast Ramp FR ON
2) Layer 2 mode L2 OFF
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9) Layer 3 mode (IP forwarding) L3 OFF

Done
>

Enable or disable Layer 3 mode by using the GUI

1. Inthe navigation pane, expand System, and then click Settings.

2. Inthe details pane, under Modes and Features, click Configure modes.

3. In the Configure Modes dialog box, to enable Layer 3 mode, select the Layer 3 Mode (IP For-
warding) check box. To disable Layer 3 mode, clear the check box.

4. Click OK. The Enable/Disable Mode(s)? message appears in the details pane.

5. Click Yes.

Enable and disable MAC based forwarding mode

You can use MAC-based forwarding to process traffic more efficiently and avoid multiple-route or ARP
lookups when forwarding packets, because the Citrix ADC appliance remembers the MAC address of
the source. To avoid multiple lookups, the appliance caches the source MAC address of every connec-
tion for which it performs an ARP lookup, and it returns the data to the same MAC address.

MAC-based forwarding is useful when you use VPN devices because the appliance ensures that all
traffic flowing through a particular VPN passes through the same VPN device.

The following figure shows the process of MAC-based forwarding.

Figure 2. MAC-based Forwarding Process
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When MAC-based forwarding is enabled, the appliance caches the MAC address of:

+ <The source (a transmitting device such as router, firewall, or VPN device) of the inbound con-
nection.
« <The server that responds to the requests.

When a server responds through an appliance, the appliance sets the destination MAC address of the
response packet to the cached address, ensuring that the traffic flows in a symmetric manner, and
then forwards the response to the client. The process bypasses the route table lookup and ARP lookup
functions. However, when an appliance initiates a connection, it uses the route and ARP tables for
the lookup function. To enable MAC-based forwarding, use the configuration utility or the command
line.

Some deployments require the incoming and outgoing paths to flow through different routers. In
these situations, MAC-based forwarding breaks the topology design. For a global server load balanc-
ing (GSLB) site that requires the incoming and outgoing paths to flow through different routers, you
must disable MAC-based forwarding and use the appliance’s default router as the outgoing router.

With MAC-based forwarding disabled and Layer 2 or Layer 3 connectivity enabled, a route table can
specify separate routers for outgoing and incoming connections. To disable MAC-based forwarding,
use the configuration utility or the command line.
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Enable or disable MAC-based forwarding by using the CLI

At the command prompt, type the following commands to enable/disable MAC-based forwarding

mode and verify that it has been enabled/disabled:

« <enable ns mode <Mode>
« <disable ns mode <Mode>

« <show ns mode
Example

““pre codeblock

enable ns mode mbf
Done
show ns mode

Mode Acronym
Ramp FR
mode L2
MAC-based forwarding MBF
Done >

disable ns mode mbf
Done
show ns mode

Mode Acronym
Ramp FR
mode L2
MAC-based forwarding MBF
Done > 7

Enable or disable MAC-based forwarding by using the GUI

Status
—————— 1) Fast
ON 2) Layer 2
OFF 6)
ON
Status
—————— 1) Fast
ON 2) Layer 2
OFF . 6)
OFF

1. Inthe navigation pane, expand System, and then click Settings.

2. Inthe details pane, under Modes and Features group, click Configure modes.

3. In the Configure Modes dialog box, to enable MAC-based forwarding mode, select the MAC
Based Forwarding check box. To disable MAC-based forwarding mode, clear the check box.

4. Click OK. The Enable/Disable Mode(s)? message appears in the details pane.

5. Click Yes.
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Network interfaces

August 20, 2024

The Citrix ADC interfaces are numbered in slot/port notation. In addition to modifying the characteris-
tics of individual interfaces, you can configure virtual LANs to restrict traffic to specific groups of hosts.
You can also aggregate links into high-speed channels.

Virtual LANs

The Citrix ADC appliance supports (Layer 2) port and IEEE802.1Q tagged virtual LANs (VLANSs). VLAN
configurations are useful when you need to restrict traffic to certain groups of stations. You can con-
figure a network interface to belong to multiple VLANs by using IEEE 802.1q tagging.

You can bind your configured VLANSs to IP subnets. The ADC appliance (if it is configured as the default
router for the hosts on the subnets) then performs IP forwarding between these VLANSs.

The Citrix ADC appliance supports the following types of VLANS.

« Default VLAN

By default, the network interfaces on a Citrix ADC appliance are included in a single, port-based
VLAN as untagged network interfaces. This default VLAN has a VID of 1 and exists permanently.
It cannot be deleted, and its VID cannot be changed.

« Port-Based VLANSs

A set of network interfaces that share a common, exclusive, Layer 2 broadcast domain define
the membership of a port-based VLAN. You can configure multiple port-based VLANs. When
you add an interface to a new VLAN as an untagged member, it is automatically removed from
the default VLAN.

+ Tagged VLAN

Anetwork interface can be atagged or untagged member of aVLAN. Each network interfaceisan
untagged member of only one VLAN (its native VLAN). The untagged network interface forwards
the frames for the native VLAN as untagged frames. A tagged network interface can be a part
of more than one VLAN. When you configure tagging, be sure that both ends of the link have
matching VLAN settings. You can use the configuration utility to define a tagged VLAN (nsvlan)
that can have any ports bound as tagged members of the VLAN. Configuring this VLAN requires
areboot of the ADC appliance and therefore must be done during initial network configuration.
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Link aggregate channels

Link aggregation combines incoming data from multiple ports into a single high speed link. Configur-
ing the link aggregate channel increases the capacity and availability of the communication channel
between a Citrix ADC appliance and other connected devices. An aggregated link is also referred to as
a channel.

When a network interface is bound to a channel, the channel parameters have precedence over the
network interface parameters. A network interface can be bound to only one channel. Binding a net-
work interface to a link aggregate channel changes the VLAN configuration. That is, binding network
interfaces to a channel removes them from the VLANSs that they originally belonged to and adds them
to the default VLAN. However, you can bind the channel back to the old VLAN, or to a new one. For
example, if you have bound network interfaces 1/2 and 1/3 to a VLAN with ID 2, and then you bind
them to link aggregate channel LA/1, the network interfaces are moved to the default VLAN, but you
can bind them to VLAN 2.

Note: You can also use Link Aggregation Control Protocol (LACP) to configure link aggregation. For
more information, see Configuring Link Aggregation by Using the Link Aggregation Control Proto-
col.

Clock synchronization

August 20, 2024

You can configure your Citrix ADC appliance to synchronize its local clock with a Network Time Proto-
col (NTP) server. This ensures thatits clock has the same date and time settings as the other serverson
your network. NTP uses User Datagram Protocol (UDP) port 123 as its transport layer. Add NTP servers
in the NTP configuration file so that the appliance periodically gets updates from these servers.

If you do not have a local NTP server, you can find a list of public, open access, NTP servers at the
official NTP site at http://www.ntp.org.

To configure clock synchronization on your appliance, follow these steps:

1. Logon to the command line and enter the shell command.

2. At the shell prompt, copy the ntp.conf file from the /etc directory to the /nsconfig directory. If
thefile already exists in the /nsconfig directory, make sure that you remove the following entries
from the ntp.conffile:

restrict localhost

restrict 127.0.0.2

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 107


https://docs.netscaler.com/en-us/citrix-adc/12-1/networking/interfaces/configuring-link-aggregation.html
https://docs.netscaler.com/en-us/citrix-adc/12-1/networking/interfaces/configuring-link-aggregation.html
http://www.ntp.org

Citrix ADC 12.1

These entries are required only if you want to run the device as a time server. However, this
feature is not supported on the Citrix ADC appliance.

3. Edit /nsconfig/ntp.conf by typing the IP address for the desired NTP server under the file’s
server and restrict entries.

4. Create afile named rc.netscaler in the /nsconfig directory, if the file does not already exist in the
directory.

5. Edit /nsconfig/rc.netscaler by adding the following entry: /bin/sh /etc/ntpd_ctl
full_start.

This entry starts the ntpd service, and checks the ntp.conf file.

If you do not want to forcibly sync the time when there is a large difference, you can set the date
manually and then start ntpd again. You can check the time difference between the appliance
and the time server, by running the following command in the shell:

ntpdate -q <IP address or domain name of the NTP server>

6. Reboot the appliance to enable clock synchronization.

Note: If you want to start time synchronization without restarting the appliance, enter one of
the following commands at the shell prompt:

Jusr/sbin/ntpd -c /nsconfig/ntp.conf -g -p /var/run/ntpd.pid -1 /
var/log/ntpd.log &

or

/bin/sh /etc/ntpd_ctl full_start

DNS configuration

August 20, 2024

You can configure a Citrix ADC appliance to function as an Authoritative Domain Name Server (ADNS),
DNS proxy server, End Resolver, or Forwarder. You can add DNS resource records such as SRV Records,
AAAA Records, A Records, MX Records, NS Records, CNAME Records, PTR Records, and SOA Records.
Also, the appliance can balance the load on external DNS servers.

A common practice is to configure an appliance as a forwarder. For this configuration, you need to
add external name servers. After you have added the external servers, you should verify that your
configuration is correct.
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You can add, remove, enable, and disable external name servers. You can create a name server by
specifying its IP address, or you can configure an existing virtual server as the name server.

When adding name servers, you can specify IP addresses or virtual IP addresses (VIPs). If you use
IP addresses, the appliance load balances requests to the configured name servers in a round robin
manner. If you use VIPs, you can specify any load balancing method.

Add a name server by using the CLI

At the command prompt, type the following commands to add a name server and verify the configu-
ration:

+ <add dns nameServer \<IP\>
+ <show dns nameServer \<IP\>
Example

> add dns nameServer 10.102.29.10

Done

> show dns nameServer 10.102.29.10

1) 10.102.29.10 - State: DOWN
Done

Add a name server by using the GUI

Navigate to Traffic Management > DNS > Name Servers.

In the details pane, click Add.

In the Create Name Server dialog box, select IP Address.

In the IP Address text box, type the IP address of the name server (for example, 10.102.29.10).

> wnd e

If you are adding an external name server, clear the Local check box.
5. Click Create, and then click Close.
6. Verify that the name server you added appears in the Name Servers pane.

SNMP configuration

August 20, 2024

The Simple Network Management Protocol (SNMP) network management application, running on
an external computer, queries the SNMP agent on the Citrix ADC appliance. The agent searches the
management information base (MIB) for data requested by the network management application and
sends the data to the application.
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SNMP monitoring uses traps messages and alarms. SNMP traps messages are asynchronous events
that the agent generates to signal abnormal conditions, which are indicated by alarms. For example,
if you want to be informed when CPU utilization is above 90 percent, you can set up an alarm for that
condition. The following figure shows a network with a Citrix ADC appliance that has SNMP enabled
and configured.

Figure 1. SNMP on the Citrix ADC appliance
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The SNMP agent on a Citrix ADC appliance supports SNMP version 1 (SNMPv1), SNMP version 2 (SN-
MPv2), and SNMP version 3 (SNMPv3). Because it operates in bilingual mode, the agent can handle
SNMPv2 queries, such as Get-Bulk, and SNMPv1 queries. The SNMP agent also sends traps compliant
with SNMPv2 and supports SNMPv2 data types, such as counter64. SNMPv1 managers (programs on
other servers that request SNMP information from the ADC appliance) use the NS-MIB-smiv1.mib file
when processing SNMP queries. SNMPv2 managers use the NS-MIB-smiv2.mib file.

The Citrix ADC appliance supports the following enterprise-specific MIBs:

+ Asubset of standard MIB-2 groups. Provides MIB-2 groups SYSTEM, IF, ICMP, UDP, and SNMP.
+ A system enterprise MIB. Provides system-specific configuration and statistics.

To configure SNMP, you specify which managers can query the SNMP agent, add SNMP trap listeners
that will receive the SNMP trap messages, and configure SNMP Alarms.
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Add SNMP managers

You can configure a workstation running a management application that complies with SNMP version
1,2, or 3 to access an appliance. Such a workstation is called an SNMP manager. If you do not specify
an SNMP manager on the appliance, the appliance accepts and responds to SNMP queries from all IP
addresses on the network. If you configure one or more SNMP managers, the appliance accepts and
responds to SNMP queries from only those specific IP addresses. When specifying the IP address of
an SNMP manager, you can use the netmask parameter to grant access from entire subnets. You can
add a maximum of 100 SNMP managers or networks. To add an SNMP manager by using the CLI

At the command prompt, type the following commands to add an SNMP manager and verify the con-
figuration:

add snmp manager <IPAddress> ... [-netmask <netmask>]
Skkxkkxxkhow snmp manager*xx*xxx*x*x <IPAddress>

Example:

add snmp manager 10.102.29.5 -netmask 255.255.255.255
show snmp manager 10.102.29.5

10.102.29.5 255.255.255.255

To add an SNMP manager by using the GUI:

1. Inthe navigation pane, expand System, expand SNMP, and then click Managers.

2. Inthe details pane, click Add.

3. In the Add SNMP Manager dialog box, in the IP Address text box, type the IP address of the
workstation running the management application (for example, 10.102.29.5).

4, Click Create, and then click Close.

5. Verify that the SNMP manager you added appears in the Details section at the bottom of the
pane.

Add SNMP traps listeners

After configuring the alarms, you need to specify the trap listener to which the appliance will send the
trap messages. Apart from specifying parameters like IP address and the destination port of the trap
listener, you can specify the type of trap (either generic or specific) and the SNMP version.

You can configure a maximum of 20 trap listeners for receiving either generic or specific traps.
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To add an SNMP trap listener by using the CLI

At the command prompt, type the following command to add an SNMP trap and verify that it has been
added:

+ add snmp trap specific <IP>
+ show snmp trap

Example:

Trap type: SPECIFIC
Destination IP: 10.102.29.3
TD: 0

Destination Port: 162
Source IP: NetScaler IP
Version: V2

Min-Severity: -
AllPartition: DISABLED
Community: public

To add an SNMP trap listener by using the GUI

1. Inthe navigation pane, expand System, expand SNMP, and then click Traps.

2. Inthe details pane, click Add.

3. Inthe Create SNMP Trap Destination dialog box, in the Destination IP Address text box, type the
IP address (for example, 10.102.29.3).

4. Click Create and then click Close.

5. Verify that the SNMP trap you added appears in the Details section at the bottom of the pane.

Configure SNMP alarms

You configure alarms so that the appliance generates a trap message when an event corresponding to
one of the alarms occurs. Configuring an alarm consists of enabling the alarm and setting the severity
level at which a trap is generated. There are five severity levels: Critical, Major, Minor, Warning, and
Informational. Atrap is sent only when the severity of the alarm matches the severity specified for the
trap.

Some alarms are enabled by default. If you disable an SNMP alarm, the appliance will not generate
trap messages when corresponding events occur. For example, if you disable the Login-Failure SNMP
alarm, the appliance will not generate a trap message when a login failure occurs.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 112



Citrix ADC 12.1

To enable or disable an alarm by using the CLI

At the command prompt, type the following commands to enable or disable an alarm and verify that

it has been enabled or disabled:

set snmp alarm [-state ENABLED DISABLED ]

« show snmp alarm <trapName>

Example

>set snmp alarm LOGIN-FAILURE -state ENABLED

Done

>show snmp alarm LOGIN-FAILURE

Alarm Alarm Threshold Normal Threshold Time State Severity Logging

1) LOGIN-FAILURE N/A N/A N/A ENABLED - ENABLED
Done

>

To set the severity of the alarm by using the CLI

At the command prompt, type the following commands to set the severity of the alarm and verify that

the severity has been set correctly:
+ set snmp alarm <trapName> [-severity <severity>]
« show snmp alarm <trapName>

Example

>set snmp alarm LOGIN-FAILURE -severity Major

Done

>show snmp alarm LOGIN-FAILURE

Alarm Alarm Threshold Normal Threshold Time State Severity Logging

1) LOGIN-FAILURE N/A N/A N/A ENABLED Major ENABLED
Done

>
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To configure alarms by using the GUI

1. Inthe navigation pane, expand System, expand SNMP, and then click Alarms.

2. Inthe details pane, select an alarm (for example, LOGIN-FAILURE), and then click Open.

3. In the Configure SNMP Alarm dialog box, to enable the alarm, select Enabled in the State drop-
down list. To disable the alarm, select Disabled.

4. In the Severity drop-down list, select a severity option (for example, Major).

5. Click OK, and then click Close.

6. Verify that the parameters for the SNMP alarm you configured are correctly configured by view-
ing the Details section at the bottom of the pane.

Verify configuration

August 20, 2024

After you’ve finished configuring your system, complete the following checklists to verify your config-
uration.

Configuration checklist

« The build running is:

« There are no incompatibility issues. (Incompatibility issues are documented in the build’s re-
lease notes.)

+ The port settings (speed, duplex, flow control, monitoring) are the same as the switch’s port.

« Enough SNIP IP addresses have been configured to support all server-side connections during
peak times.

- The number of configured SNIP IP addresses is:_

- The expected number of simultaneous server connections is:
[162,000[]124,000[] Other____

Topology configuration checklist

The routes have been used to resolve servers on other subnets.

The routes entered are:

« If the Citrix ADC appliance is in a public-private topology, reverse NAT has been configured.
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« The failover (high availability) settings configured on the ADC appliance resolve in a one arm or
two-arm configuration. All unused network interfaces have been disabled:

« If the ADC appliance is placed behind an external load balancer, then the load balancing policy
on the external load balancer is not “least connection.”

The load balancing policy configured on the external load balancer is:

« Ifthe ADC applianceis placed in front of a firewall, the session time-out on the firewall is set to
a value greater than or equal to 300 seconds.

Note: The TCP idle connection timeout on a Citrix ADC appliance is 360 seconds. If the timeout
on the firewall is also set to 300 seconds or more, then the appliance can perform TCP connec-
tion multiplexing effectively because connections will not be closed earlier.

The value configured for the session time-out is:

Server configuration checklist

« “Keep-alive”has been enabled on all the servers.

The value configured for the keep-alive time-out is:

+ The default gateway has been set to the correct value. (The default gateway should either be a
Citrix ADC appliance or upstream router.) The default gateway is:

+ The server port settings (speed, duplex, flow control, monitoring) are the same as the switch
port settings.

« If the Microsoft® Internet Information Server is used, buffering is enabled on the server.

« If an Apache Server is used, the MaxConn (maximum number of connections) parameter is con-
figured on the server and on the Citrix ADC appliance.

The MaxConn (maximum number of connections) value that has been set is:

« If a Netscape Enterprise Server is used, the maximum requests per connection parameter is set
on the Citrix ADC appliance. The maximum requests per connection value that has been set is:
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Software features configuration checklist

+ Doesthe Layer2 mode feature need to be disabled? (Disable if another Layer 2 device is working
in parallel with a Citrix ADC appliance.)

Reason for enabling or disabling:

+ Doesthe MAC-based forwarding feature need to be disabled? (If the MAC address used by return
traffic is different, it should be disabled.)

Reason for enabling or disabling:

+ <Does host-based reuse need to be disabled? (Is there virtual hosting on the servers?)

Reason for enabling or disabling:

+ Do the default settings of the surge protection feature need to be changed?

Reason for changing or not changing:

Access checklist

+ The system IPs can be pinged from the client-side network.

+ The system IPs can be pinged from the server-side network.

+ The managed server(s) can be pinged through the Citrix ADC.

+ Internet hosts can be pinged from the managed servers.

« The managed server(s) can be accessed through the browser.

+ The Internet can be accessed from managed server(s) using the browser.
+ The system can be accessed using SSH.

« Admin access to all managed server(s) is working.

Note: When you are using the ping utility, ensure that the pinged server has ICMP ECHO enabled,
or your ping will not succeed.

Firewall checklist

The following firewall requirements have been met:

. UDP 161 (SNMP)
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« UDP 162 (SNMP trap)
« TCP/UDP 3010 (GUI)
HTTP 80 (GUI)

« TCP 22 (SSH)

Load balance traffic on a Citrix ADC appliance

August 20, 2024

The load balancing feature distributes client requests across multiple servers to optimize resource uti-
lization. In a real-world scenario with a limited number of servers providing service to a large number
of clients, a server can become overloaded and degrade the performance of the server farm. A Citrix
ADC appliance uses load balancing criteria to prevent bottlenecks by forwarding each client request
to the server best suited to handle the request when it arrives.

To configure load balancing, you define a virtual server to proxy multiple servers in a server farm and
balance the load among them.

When a clientinitiates a connection to the server, a virtual server terminates the client connection and
initiates a new connection with the selected server, or reuses an existing connection with the server,
to perform load balancing. The load balancing feature provides traffic management from Layer 4 (TCP
and UDP) through Layer 7 (FTP, HTTP, and HTTPS).

The Citrix ADC appliance uses a number of algorithms, called load balancing methods, to determine
how to distribute the load among the servers. The default load balancing method is the Least Con-
nections method.

A typical load balancing deployment consists of the entities described in the following figure.

Figure 1. Load Balancing Architecture
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Internet

The entities function as follows:

« Virtualserver. An entity thatis represented by an IP address, a port, and a protocol. The virtual
server IP address (VIP) is usually a public IP address. The client sends connection requests to
this IP address. The virtual server represents a bank of servers.

+ Service. A logical representation of a server or an application running on a server. Identifies
the server’s IP address, a port, and a protocol. The services are bound to the virtual servers.

+ Serverobject. An entity thatis represented by an IP address. The server object is created when
you create a service. The IP address of the service is taken as the name of the server object. You
can also create a server object and then create services by using the server object.

« Monitor. An entity that tracks the health of the services. The appliance periodically probes the
servers using the monitor bound to each service. If a server does not respond within a specified
response timeout, and the specified number of probes fails, the service is marked DOWN. The
appliance then performs load balancing among the remaining services.
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Load balancing

August 20, 2024

To configure load balancing, you must first create services. Then, you create virtual servers and bind
the services to the virtual servers. By default, the Citrix ADC appliance binds a monitor to each ser-
vice. After binding the services, verify your configuration by making sure that all of the settings are

correct.

Note: After you deploy the configuration, you can display statistics that show how the entities in
the configuration are performing. Use the statistical utility or the
stat [b vserver <vserverName> command.

Optionally, you can assign weights to a service. The load balancing method then uses the assigned
weight to select a service. For getting started, however, you can limit optional tasks to configuring
some basic persistence settings, for sessions that must maintain a connection to a particular server,
and some basic configuration-protection settings.

The following flow chart illustrates the sequence of the configuration tasks.

Figure 1. Sequence of Tasks to Configure Load Balancing
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Enable load balancing

Before configuring load balancing, make sure that the load balancing feature is enabled.

To enable load balancing by using the CLI

At the command prompt, type the following commands to enable load balancing and verify that it is
enabled:
+ enable feature |b
+ show feature
Example

pre codeblock

enable feature b
Done
show feature

Feature Acronym Status
———————————————————— 1) Web
Logging WL OFF 2) Surge
Protection SP OFF 3) Load Balancing
LB ON . . . 9) SSL
Offloading SSL ON . . . Done

To enable load balancing by using the GUI

1. Inthe navigation pane, expand System, and then click Settings.

2. In the details pane, under Modes and Features, click Change basic features.

3. Inthe Configure Basic Features dialog box, select the Load Balancing check box, and then click
OK.

4. Inthe Enable/Disable Feature(s)? message, click Yes.

Configure services and a virtual server

When you have identified the services you want to load balance, you can implement your initial load
balancing configuration by creating the service objects, creating a load balancing virtual server, and
binding the service objects to the virtual server.
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To implement the initial load balancing configuration by using the CLI

At the command prompt, type the following commands to implement and verify the initial configura-
tion:
« <add service <name> <IPaddress> <serviceType> <port>
« <add lb vserver <vServerName> <serviceType> [<IPaddress> <port>]
+ <bind lb vserver <name> <serviceName>
+ <show service bindings <serviceName>
Example

> add service service-HTTP-1 10.102.29.5 HTTP 80

Done
> add 1b vserver vserver-LB-1 HTTP 10.102.29.60 80
Done

> bind 1b vserver vserver-LB-1 service-HTTP-1

Done

> show service bindings service-HTTP-1
service-HTTP-1 (10.102.29.5:80) - State : DOWN

1) vserver-LB-1 (10.102.29.60:80) - State : DOWN
Done

To implement the initial load balancing configuration by using the GUI

1. Navigate to Traffic Management > Load Balancing.

2. In the details pane, under Getting Started, click Load Balancing wizard, and follow the instruc-
tions to create a basic load balancing setup.

3. Return to the navigation pane, expand Load Balancing, and then click Virtual Servers.

4. Select the virtual server that you configured and verify that the parameters displayed at the
bottom of the page are correctly configured.

5. Click Open.

6. Verify that each service is bound to the virtual server by confirming that the Active check box is
selected for each service on the Services tab.

Persistence settings

August 20, 2024
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You must configure persistence on a virtual server if you want to maintain the states of connections
on the servers represented by that virtual server (for example, connections used in e-commerce). The
appliance then uses the configured load balancing method for the initial selection of a server, but
forwards to that same server all subsequent requests from the same client.

If persistenceis configured, it overrides the load balancing methods once the server has been selected.
If the configured persistence applies to a service that is down, the appliance uses the load balancing
methods to select a new service, and the new service becomes persistent for subsequent requests
from the client. If the selected service is in an Out Of Service state, it continues to serve the outstand-
ing requests but does not accept new requests or connections. After the shutdown period elapses,
the existing connections are closed. The following table lists the types of persistence that you can

configure.

Persistence Type Persistent Connections

Source IP, SSL Session ID, Rule, DESTIP, 250K

SRCIPDESTIP

Cookielnsert, URL passive, Custom Server ID Memory limit. In case of Cookielnsert, if time out

is not 0, any number of connections is allowed
until limited by memory.

Table 1. Limitations on Number of Simultaneous Persistent Connections

If the configured persistence cannot be maintained because of a lack of resources on an appliance,
the load balancing methods are used for server selection. Persistence is maintained for a configured
period of time, depending on the persistence type. Some persistence types are specific to certain
virtual servers. The following table shows the relationship.

Persistence

TypeHeader

1 HTTP HTTPS TCP UDP/IP SSL_Bridge
Source IP YES YES YES YES YES
Cookielnsert YES YES NO NO NO
SSL SessionID  NO YES NO NO YES
URL Passive YES YES NO NO NO
Custom YES YES NO NO NO
Server ID

Rule YES YES NO NO NO
SRCIPDESTIP N/A N/A YES YES N/A
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Persistence

TypeHeader

1 HTTP HTTPS TCP UDP/IP SSL_Bridge
DESTIP N/A N/A YES YES N/A

Table 2. Persistence Types Available for Each Type of Virtual Server

You can also specify persistence for a group of virtual servers. When you enable persistence on the
group, the client requests are directed to the same selected server regardless of which virtual server
in the group receives the client request. When the configured time for persistence elapses, any virtual
server in the group can be selected for incoming client requests.

Two commonly used persistence types are persistence based on cookies and persistence based on
server IDs in URLs.

Configure persistence based on cookies

When you enable persistence based on cookies, the the Citrix ADC appliance adds an HTTP cookie
into the Set-Cookie header field of the HTTP response. The cookie contains information about the
service to which the HTTP requests must be sent. The client stores the cookie and includes it in all
subsequent requests, and the ADC uses it to select the service for those requests. You can use this
type of persistence on virtual servers of type HTTP or HTTPS.

The Citrix ADC appliance inserts the cookie <NSC_XXXX>= <ServicelP> <ServicePort>

where:

o «NSC_XXXX>is the virtual server ID that is derived from the virtual server name.
« «ServicelP> is the hexadecimal value of the IP address of the service.
« «ServicePort> is the hexadecimal value of the port of the service.

If the useEncryptedPersistenceCookie option is enabled, the ADC encrypts ServicelP and
ServicePort using the SHA2 hash algorithm when it inserts a cookie and decrypts when it receives a
cookie.

Note: If the client is not allowed to store the HTTP cookie, the subsequent requests do not have the
HTTP cookie, and persistence is not honored.

By default, the ADC appliance sends HTTP cookie version 0, in compliance with the Netscape specifi-
cation. It can also send version 1, in compliance with RFC 2109.

You can configure a timeout value for persistence that is based on HTTP cookies. Note the following:
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« <If HTTP cookie version 0 is used, the Citrix ADC appliance inserts the absolute Coordinated
Universal Time (GMT) of the cookie’s expiration (the expires attribute of the HTTP cookie), cal-
culated as the sum of the current GMT time on an ADC appliance, and the timeout value.

« <If an HTTP cookie version 1 is used, the ADC appliance inserts a relative expiration time (Max-
Age attribute of the HTTP cookie). In this case, the client software calculates the actual expira-
tion time.

Note: Most client software currently installed (Microsoft Internet Explorer and Netscape browsers)
understand HTTP cookie version 0; however, some HTTP proxies understand HTTP cookie version
1.

If you set the timeout value to 0, the ADC appliance does not specify the expiration time, regardless
of the HTTP cookie version used. The expiration time then depends on the client software, and such
cookies are not valid if that software is shut down. This persistence type does not consume any system
resources. Therefore, it can accommodate an unlimited number of persistent clients.

An administrator can change the HTTP cookie version.

To change the HTTP cookie version by using the CLI
At the command prompt, type;
set ns param [-cookieversion ( 0 | 1 )]

Example:

set ns param -cookieversion 1

To change the HTTP cookie version by using the GUI

1. <Navigate to System > Settings.
2. <In the details pane, click Change HTTP Parameters.
3. <In the Configure HTTP Parameters dialog box, under Cookie, select Version 0 or Version 1.

Note: For information about the parameters, see
Configure persistence based on cookies.

To configure persistence based on cookies by using the CLI

At the command prompt, type the following commands to configure persistence based on cookies
and verify the configuration:

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 125



Citrix ADC 12.1

set 1lb vserver <name> -persistenceType COOKIEINSERT

show 1b vserver <name>

Example:

set 1lb vserver vserver-LB-1 -persistenceType COOKIEINSERT
Done
show 1b vserver vserver-LB-1

vserver-LB-1 (10.102.29.60:80) - HTTP Type: ADDRESS

Persistence: COOKIEINSERT (version 0)
Persistence Timeout: 2 min

Done

To configure persistence based on cookies by using the GUI

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. In the details pane, select the virtual server for which you want to configure persistence (for
example, vserver-LB-1), and then click Open.

3. Inthe Configure Virtual Server (Load Balancing) dialog box, on the Method and Persistence tab,
in the Persistence list, select COOKIEINSERT.

4. In the Time-out (min) text box, type the time-out value (for example, 2).

5. Click OK.

6. Verify that the virtual server for which you configured persistence is correctly configured by se-
lecting the virtual server and viewing the Details section at the bottom of the pane.

Configure persistence based on server IDs in URLs

The Citrix ADC appliance can maintain persistence based on the server IDs in the URLs. In a technique
called URL passive persistence, the ADC extracts the server ID from the server response and embeds
it in the URL query of the client request. The server ID is an IP address and port specified as a hexa-
decimal number. The ADC extracts the server ID from subsequent client requests and uses it to select
the server.

URL passive persistence requires configuring either a payload expression or a policy infrastructure
expression specifying the location of the server ID in the client requests. For more information about
expressions, see Policy Configuration and Reference.
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Note: If the server ID cannot be extracted from the client requests, server selection is based on the
load balancing method.

Example: Payload Expression

The expression, URLQUERY contains sid= configures the system to extract the server ID from the URL
query of a client request, after matching token sid=. Thus, a request with the URL http://www.
citrix.com/index.asp?\\&si1d;=c0a864100050 is directed to the server with the IP ad-
dress10.102.29.10 and port 80.

The timeout value does not affect this type of persistence, which is maintained as long as the server
ID can be extracted from the client requests. This persistence type does not consume any system
resources, so it can accommodate an unlimited number of persistent clients.

Note: For information about the parameters, see
Load Balancing.

To configure persistence based on server IDs in URLs by using the CLI
At the command prompt, type the following commands to configure persistence based on server IDs
in URLs and verify the configuration:

set 1lb vserver <name> -persistenceType URLPASSIVE

<show 1lb vserver <name>

Example:

set 1lb vserver vserver-LB-1 -persistenceType URLPASSIVE
Done
show 1b vserver vserver-LB-1

vserver-LB-1 (10.102.29.60:80) - HTTP Type: ADDRESS

Persistence: URLPASSIVE
Persistence Timeout: 2 min

Done

To configure persistence based on server IDs in URLs by using the GUI

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.
2. In the details pane, select the virtual server for which you want to configure persistence (for
example, vserver-LB-1), and then click Open.
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3. Inthe Configure Virtual Server (Load Balancing) dialog box, on the Method and Persistence tab,
in the Persistence list, select URLPASSIVE.

4. Inthe Time-out (min) text box, type the time-out value (for example, 2).

5. Inthe Rule text box, enter a valid expression. Alternatively, click Configure next to the Rule text
box and use the Create Expression dialog box to create an expression.

6. Click OK.

7. Verify that the virtual server for which you configured persistence is correctly configured by se-
lecting the virtual server and viewing the Details section at the bottom of the pane.

Configure features to protect the load balancing configuration

August 20, 2024

You can configure URL redirection to provide notifications of virtual server malfunctions, and you can
configure backup virtual servers to take over if a primary virtual server becomes unavailable.

Configure URL redirection

You can configure a redirect URL to communicate the status of the appliance in the event that a vir-
tual server of type HTTP or HTTPS is down or disabled. This URL can be a local or remote link. The
appliance uses HTTP 302 redirect.

Redirects can be absolute URLs or relative URLs. If the configured redirect URL contains an absolute
URL, the HTTP redirect is sent to the configured location, regardless of the URL specified in the incom-
ing HTTP request. If the configured redirect URL contains only the domain name (relative URL), the
HTTP redirect is sent to a location after appending the incoming URL to the domain configured in the
redirect URL.

Note: If a load balancing virtual server is configured with both a backup virtual server and a redirect
URL, the backup virtual server takes precedence over the redirect URL. In this case, a redirect is used
when both the primary and backup virtual servers are down.

To configure a virtual server to redirect client requests to a URL by using the CLI

At the command prompt, type the following commands to configure a virtual server to redirect client
requests to a URL and verify the configuration:

« <set |b vserver <name> -redirectURL <URL>
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« <show lb vserver <name>
Example
> set 1lb vserver vserver-LB-1 -redirectURL http:

Done

> show 1lb vserver vserver-LB-1
vserver-LB-1 (10.102.29.60:80) - HTTP Type: ADDRESS
State: DOWN
Last state change was at Wed Jun 17 08:56:34 2009 (+666 ms)

Redirect URL: http:

Done

To configure a virtual server to redirect client requests to a URL by using the GUI

1. <Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. <In the details pane, select the virtual server for which you want to configure URL redirection
(for example, vserver-LB-1), and then click Open.

3. <In the Configure Virtual Server (Load Balancing) dialog box, on the Advanced tab, in the Redi-
rect URL text box, type the URL (for example, http:

), and then click OK.

4. <Verify that the redirect URL you configured for the server appears in the Details section at the

bottom of the pane.

Configure backup virtual servers

If the primary virtual server is down or disabled, the appliance can direct the connections or client
requests to a backup virtual server that forwards the client traffic to the services. The appliance can
also send a notification message to the client regarding the site outage or maintenance. The backup
virtual server is a proxy and is transparent to the client.

You can configure a backup virtual server when you create a virtual server or when you change the
optional parameters of an existing virtual server. You can also configure a backup virtual server for an
existing backup virtual server, thus creating a cascaded backup virtual server. The maximum depth
of cascading backup virtual serversis 10. The appliance searches for a backup virtual server that is up
and accesses that virtual server to deliver the content.
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You can configure URL redirection on the primary for use when the primary and the backup virtual
servers are down or have reached their thresholds for handling requests.

Note: If no backup virtual server exists, an error message appears, unless the virtual server is config-
ured with a redirect URL. If both a backup virtual server and a redirect URL are configured, the backup
virtual server takes precedence.

To configure a backup virtual server by using the CLI

At the command prompt, type the following commands to configure a backup server and verify the
configuration:

« <set |b vserver <name> [-backupVserver <string>]
+ <show |b vserver <name>

Example

““pre codeblock

set b vserver vserver-LB-1 -backupVserver vserver-LB-2
Done

show |b vserver vserver-LB-1

vserver-LB-1(10.102.29.60:80) - HTTP Type: ADDRESS

State: DOWN

Last state change was at Wed Jun 17 08:56:34 2009 (+661 ms)

Backup: vserver-LB-2

Done

To set up a backup virtual server by using the GUI

1. <Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. <Inthe details pane, select the virtual server for which you want to configure the backup virtual
server (for example, vserver-LB-1), and then click Open.

3. <Inthe Configure Virtual Server (Load Balancing) dialog box, on the Advanced tab, in the Backup
Virtual Server list, select the backup virtual server (for example, vserver-LB-2, and then click OK.
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4. <Verify that the backup virtual serveryou configured appearsin the Details section at the bottom
of the pane.

Note: If the primary server goes down and then comes back up, and you want the backup virtual

server to function as the primary server until you explicitly reestablish the primary virtual server,
select the

Disable Primary When Down check box.

A typical load balancing scenario

August 20, 2024

In a load balancing setup, the Citrix ADC appliances are logically located between the client and the
server farm, and they manage traffic flow to the servers.

The following figure shows the topology of a basic load balancing configuration.

Figure 1. Basic Load Balancing Topology

VIP: vserver-LB-1
IP Address:
10.102.29.60

Citrix NetScaler System

(Least Loaded)  Server-1 Server-2
Service: service-HTTP-1 Service: service-HTTP-2
IP Address: 10.102.29.5 IP Address: 10.102.29.6

The virtual server selects the service and assigns it to serve client requests. Consider the scenario in
the preceding figure, where the services service-HTTP-1 and service-HTTP-2 are created and bound
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to the virtual server named virtual server-LB-1. Virtual server-LB-1 forwards the client request to ei-
ther service-HTTP-1 or service-HTTP-2. The system selects the service for each request by using the
Least Connections load balancing method. The following table lists the names and values of the basic
entities that must be configured on the system.

Table 1. LB Configuration Parameter Values

The following figure shows the load balancing sample values and required parameters that are de-
scribed in the preceding table.

Figure 2. Load Balancing Entity Model

Service-HTTP-1
10.102.29.5:80
HTTP

Default

Client Service-HTTP-2
10.102.29.5:80
HTTP
Internet Vserver-LB-1 : e
10.102.29.60:80 / j
HTTP : Eoe
” Monitor N

Default

The following tables list the commands used to configure this load balancing setup by using the com-
mand line interface.

Task Command

To enable load balancing enable feature lb

To create a service named service-HTTP-1 add service service-HTTP-110.102.29.5 HTTP 80
To create a service named service-HTTP-2 add service service-HTTP-2 10.102.29.6 HTTP 80
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Task

To create a virtual server named vserver-LB-1

To bind a service named service-HTTP-1to a

virtual server named vserver-LB-1
To bind a service named service-HTTP-2 to a

virtual server named vserver-LB-1

Table 2. Initial Configuration Tasks

Command

add b vserver vserver-LB-1 HTTP 10.102.29.60

80
bind b vserver vserver-LB-1 service-HTTP-1

bind b vserver vserver-LB-1 service-HTTP-2

For more information about the initial configuration tasks, see Setting Up Basic Load Balancing.

Task

To view the properties of a virtual server named

vserver-LB-1

To view the statistics of a virtual server named
vserver-LB-1

To view the properties of a service named
service-HTTP-1

To view the statistics of a service named
service-HTTP-1

To view the bindings of a service named
service-HTTP-1

Table 3. Verification Tasks

Task

To configure persistence on a virtual server
named vserver-LB-1

To configure COOKIEINSERT persistence on a
virtual server named vserver-LB-1

To configure URLPassive persistence on a virtual

server named vserver-LB-1

To configure a virtual server to redirect the client

request to a URL on a virtual server named
vserver-LB-1

Command

show |b vserver vserver-LB-1

stat b vserver vserver-LB-1

show service service-HTTP-1

stat service service-HTTP-1

show service bindings service-HTTP-1

Command

set |b vserver vserver-LB-1 -persistenceType
SOURCEIP -persistenceMask 255.255.255.255
-timeout 2

set |b vserver vserver-LB-1 -persistenceType
COOKIEINSERT

set b vserver vserver-LB-1 -persistenceType
URLPASSIVE

set |b vserver vserver-LB-1 -redirectURL
http:
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Task Command

To set a backup virtual server on a virtual server  set b vserver vserver-LB-1 -backupVserver
named vserver-LB-1 vserver-LB-2

Table 4. Customization Tasks

For more information about configuring persistence, see Choosing and Configuring Persistence Set-
tings. For information about configuring a virtual server to redirect a client request to a URL and
setting up a backup virtual server, see Configuring Features to Protect the Load Balancing Configura-
tion.

Accelerate load balanced traffic by using compression

August 20, 2024

Compression is a popular means of optimizing bandwidth usage, and most web browsers support
compressed data. If you enable the compression feature, the Citrix ADC appliance intercepts requests
from clients and determines whether the client can accept compressed content. After receiving the
HTTP response from the server, the appliance examines the content to determine whether it is com-
pressible. If the content is compressible, the appliance compresses it, modifies the response header
to indicate the type of compression performed, and forwards the compressed content to the client.

Citrix ADC compression is a policy-based feature. A policy filters requests and responses to identify re-
sponsesto be compressed, and specifies the type of compression to apply to each response. The appli-
ance provides several built-in policies to compress common MIME types such as text/html, text/plain,
text/xml, text/css, text/rtf, application/msword, application/vnd.ms-excel, and application/vnd.ms-
powerpoint. You can also create custom policies. The appliance does not compress compressed MIME
types such as application/octet-stream, binary, bytes, and compressed image formats such as GIF and
JPEG.

To configure compression, you must enable it globally and on each service that will provide responses
that you want compressed. If you have configured virtual servers for load balancing or content switch-
ing, you should bind the polices to the virtual servers. Otherwise, the policies apply to all traffic that
passes through the appliance.

Compression configuration task sequence

The following flow chart shows the sequence of tasks for configuring basic compression in a load bal-
ancing setup.
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Figure 1. Sequence of Tasks to Configure Compression
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Note: The steps in the above figure assume that load balancing has already been configured.

Enable compression

By default, compression is not enabled. You must enable the compression feature to allow compres-
sion of HTTP responses that are sent to the client.
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To enable compression by using the CLI

At the command prompt, type the following commands to enable compression and verify the config-
uration:

« enable ns feature CMP
« show ns feature

> enable ns feature CMP

Done

> show ns feature

Feature Acronym Status
1) Web Logging WL ON
2) Surge Protection SP OFF

7) Compression Control CMP ON

8) Priority Queuing PQ OFF

Done
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To enable compression by using the GUI

W

In the navigation pane, expand System, and then click Settings.

In the details pane, under Modes and Features, click Change basic features.

In the Configure Basic Features dialog box, select the Compression check box, and then click OK.
In the Enable/Disable Feature(s)? dialog box, click Yes.

Configure services to compress data

In addition to enabling compression globally, you must enable it on each service that will deliver files

to be compressed.

To enable compression on a service by using the CLI

At the command prompt, type the following commands to enable compression on a service and verify

the configuration:

« set service <name>-CMP YES

« show service <name>

> show service SVC_HTTP1

SVC_HTTP1 (10.102.29.18:80) - HTTP

State: UP

Last state change was at Tue Jun 16 06:19:14 2009 (+737 ms)

Time since last state change: 0 days, 03:03:37.200

Server Name: 10.102.29.18

Server ID : 0O Monitor Threshold : 0

Max Conn: 0O Max Req: @ Max Bandwidth: @ kbits

Use Source IP: NO
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Client Keepalive(CKA): NO

Access Down Service: NO

TCP Buffering(TCPB): NO

HTTP Compression(CMP): YES

Idle timeout: Client: 180 sec Server: 360 sec

Client IP: DISABLED

Cacheable: NO

SC: OFF

SP: OFF

Down state flush: ENABLED

1) Monitor Name: tcp-default

State: DOWN Weight: 1

Probes: 1095 Failed [Total: 1095 Current: 1095]

Last response: Failure - TCP syn sent, reset received.

Response Time: N/A

Done
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To enable compression on a service by using the GUI

1. Navigate to Traffic Management > Load Balancing > Services.

2. In the details pane, select the service for which you want to configure compression (for exam-
ple, service-HTTP-1), and then click Open.

3. Onthe Advanced tab, under Settings, select the Compression check box, and then click OK.

4., Verify that, when the service is selected, HTTP Compression(CMP): ON appears in the De-
tails section at the bottom of the pane.

Bind a compression policy to a virtual server

If you bind a policy to a virtual server, the policy is evaluated only by the services associated with
that virtual server. You can bind compression policies to a virtual server either from the Configure
Virtual Server (Load Balancing) dialog box or from the Compression Policy Manager dialog box. This
topic includes instructions to bind compression policies to a load balancing virtual server by using
the Configure Virtual Server (Load Balancing) dialog box. For information about how you can bind a
compression policy to aload balancing virtual server by using the Compression Policy Manager dialog
box, see Configuring and Binding Policies with the Policy Manager.

To bind or unbind a compression policy to a virtual server by using the command line

At the command prompt, type the following commands to bind or unbind a compression policy to a
load balancing virtual server and verify the configuration:

(bind unbind) lb vserver -policyName

« show lb vserver <name>

Example:

bind 1lb vserver 1lbvip -policyName ns_cmp_msapp
Done
> show 1b vserver Tlbvip
lbvip (8.7.6.6:80) - HTTP Type: ADDRESS
State: UP
Last state change was at Thu May 28 05:37:21 2009 (+685 ms)
Time since last state change: 19 days, 04:26:50.470
Effective State: UP
Client Idle Timeout: 180 sec
Down state flush: ENABLED
Disable Primary Vserver On Down : DISABLED
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Port Rewrite : DISABLED

No. of Bound Services : 1 (Total) 1 (Active)

Configured Method: LEASTCONNECTION

Current Method: Round Robin, Reason: Bound service's state changed to
up

Mode: IP

Persistence: NONE

Vserver IP and Port insertion: OFF

Push: DISABLED Push VServer:

Push Multi Clients: NO

Push Label Rule:

Bound Service Groups:
1) Group Name: Service-Group-1

1) Service-Group-1 (10.102.29.252: 80) - HTTP State: UP Weight: 1

1) Policy : ns_cmp_msapp Priority:0
Done

To bind or unbind a compression policy to a load balancing virtual server by using the GUI

1. Navigate to Traffic Management > Load Balancing > Virtual Servers.

2. Inthe details pane, select the virtual server to which you want to bind or unbind a compression
policy (for example, Vserver-LB-1), and then click Open.

3. Inthe Configure Virtual Server (Load Balancing) dialog box, on the Policies tab, click Compres-
sion.

4. Do one of the following:

» To bind a compression policy, click Insert Policy, and then select the policy you want to
bind to the virtual server.

« To unbind a compression policy, click the name of the policy you want to unbind from the
virtual server, and then click Unbind Policy.

5. Click OK.

Secure load balanced traffic by using SSL

August 20, 2024

The Citrix ADC SSL offload feature transparently improves the performance of websites that conduct
SSL transactions. By offloading CPU-intensive SSL encryption and decryption tasks from the local
web server to the appliance, SSL offloading ensures secure delivery of web applications without the
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performance penalty incurred when the server processes the SSL data. Once the SSL traffic is de-
crypted, it can be processed by all standard services. The SSL protocol works seamlessly with various
types of HTTP and TCP data and provides a secure channel for transactions using such data.

To configure SSL, you must first enable it. Then, you configure HTTP or TCP services and an SSL virtual
server on the appliance, and bind the services to the virtual server. You must also add a certificate-
key pair and bind it to the SSL virtual server. If you use Outlook Web Access servers, you must create
an action to enable SSL support and a policy to apply the action. An SSL virtual server intercepts
incoming encrypted traffic and decrypts it by using a negotiated algorithm. The SSL virtual server
then forwards the decrypted data to the other entities on the appliance for appropriate processing.

For detailed information about SSL offloading, see SSL offload and acceleration.

SSL configuration task sequence

To configure SSL, you must first enableit. Then, you must create an SSL virtual serverand HTTP or TCP
services on the Citrix ADC appliance. Finally, you must bind a valid SSL certificate and the configured
services to the SSL virtual server.

An SSL virtual server intercepts incoming encrypted traffic and decrypts it using a negotiated algo-
rithm. The SSL virtual server then forwards the decrypted data to the other entities on the Citrix ADC
appliance for appropriate processing.

The following flow chart shows the sequence of tasks for configuring a basic SSL offload setup.

Figure 1. Sequence of Tasks to Configure SSL Offloading
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Enable SSL offload

You must enable the SSL feature before configuring SSL offloading. You can configure SSL-based enti-
ties on the appliance without enabling the SSL feature, but they will not work until you enable SSL.

Enable SSL by using the CLI

At the command prompt, type the following commands to enable SSL Offload and verify the configu-
ration:

« enable ns feature SSL
« show ns feature

> enable ns feature ssl

Done

> show ns feature

Feature Acronym Status

1) Web Logging WL ON

2) SurgeProtection SP OFF

3) Load Balancing LB ON .

9) SSL Offloading SSL ON

10) Global Server Load Balancing GSLB ON .

Done >
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Enable SSL by using the GUI

1. Inthe navigation pane, expand System, and then click Settings.

2. Inthe details pane, under Modes and Features, click Change basic features.
3. Select the SSL Offloading check box, and then click OK.

4. Inthe Enable/Disable Feature(s)? message box, click Yes.

Create HTTP services

A service on the appliance represents an application on a server. Once configured, services are in the
disabled state until the appliance can reach the server on the network and monitor its status. This
topic covers the steps to create an HTTP service.

Note: For TCP traffic, perform the procedures in this and the following topics, but create TCP services
instead of HTTP services.

Add an HTTP service by using the CLI

At the command prompt, type the following commands to add an HTTP service and verify the config-
uration:

- add service <name> (<IP> | <serverName>) <serviceType> <port>
- show service <name>

Example:

> add service SVC_HTTP1 10.102.29.18 HTTP 80
Done
> show service SVC_HTTP1
SVC_HTTP1 (10.102.29.18:80) - HTTP
State: UP
Last state change was at Wed Jul 15 06:13:05 2009

Time since last state change: 0 days, 00:00:15.350
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Server Name: 10.102.29.18

Server ID : 0O Monitor Threshold : ©

Max Conn: © Max Req: © Max Bandwidth: 0@ kbits

Use Source IP: NO

Client Keepalive(CKA): NO

Access Down Service: NO

TCP Buffering(TCPB): NO

HTTP Compression(CMP): YES

Idle timeout: Client: 180 sec Server: 360 sec

Client IP: DISABLED

Cacheable: NO

SC: OFF

SP: OFF

Down state flush: ENABLED

1) Monitor Name: tcp-default
State: UP Weight: 1
Probes: 4 Failed [Total: 0 Current: 0]
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Last response: Success - TCP syn+ack received.

Response Time: N/A

Done

Add an HTTP service by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL Offload > Services.

2. In the details pane, click Add.

3. In the Create Service dialog box, in the Service Name, Server, and Port text boxes, type the
name of the service, IP address, and port (for example, SVC_HTTP1, 10.102.29.18, and 80).

4. Inthe Protocol list, select the type of the service (for example, HTTP).

5. Click Create, and then click Close. The HTTP service you configured appears in the Services
page.

6. Verify that the parameters you configured are correctly configured by selecting the service and
viewing the Details section at the bottom of the pane.

Add an SSL based virtual server

In a basic SSL offloading setup, the SSL virtual server intercepts encrypted traffic, decrypts it, and
sends the clear text messages to the services that are bound to the virtual server. Offloading CPU-
intensive SSL processing to the appliance allows the back-end servers to process a greater number of
requests.

Add an SSL-based virtual server by using the CLI

At the command prompt, type the following commands to create an SSL-based virtual server and
verify the configuration:

- add 1b vserver <name> <serviceType> [<IPAddress> <port>]
- show 1b vserver <name>

Caution: To ensure secure connections, you must bind a valid SSL certificate to the SSL-based

virtual server before you enable it.

Example:
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> add 1lb vserver vserver-SSL-1 SSL 10.102.29.50 443

Done

> show 1lb vserver vserver-SSL-1

vserver-SSL-1 (10.102.29.50:443) - SSL Type: ADDRESS

State: DOWN[Certkey not bound] Last state change was at Tue Jun 16
06:33:08 2009 (+176 ms)

Time since last state change: 0 days, 00:03:44.120

Effective State: DOWN Client Idle Timeout: 180 sec

Down state flush: ENABLED

Disable Primary Vserver On Down : DISABLED

No. of Bound Services : 0 (Total) O (Active)

Configured Method: LEASTCONNECTION Mode: IP

Persistence: NONE

Vserver IP and Port 1insertion: OFF

Push: DISABLED Push VServer: Push Multi Clients: NO Push Label Rule:
Done

Add an SSL-based virtual server by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL Offload > Virtual Servers.
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2. Inthe details pane, click Add.

3. In the Create Virtual Server (SSL Offload) dialog box, in the Name, IP Address, and Port text
boxes, type the name of the virtual server, IP address, and port (for example, Vserver-SSL-1,
10.102.29.50, and 443).

4. In the Protocol list, select the type of the virtual server, for example, SSL.

5. Click Create, and then click Close.

6. Verify that the parameters you configured are correctly configured by selecting the virtual server
and viewing the Details section at the bottom of the pane. The virtual server is marked as DOWN
because a certificate-key pair and services have not been bound to it.

Caution: To ensure secure connections, you must bind a valid SSL certificate to the SSL-based

virtual server before you enable it.

Bind services to the SSL virtual server

After decrypting the incoming data, the SSL virtual server forwards the data to the services that you
have bound to the virtual server.

Data transfer between the appliance and the servers can be encrypted or in clear text. If the data
transfer between the appliance and the servers is encrypted, the entire transaction is secure from
end to end. For more information about configuring the system for end-to-end security, see [sSSL
offload and acceleration.

Bind a service to a virtual server by using the CLI

At the command prompt, type the following commands to bind a service to the SSL virtual server and
verify the configuration:

- bind 1b vserver <name> <serviceName>
- show 1lb vserver <name>

Example:

> bind 1lb vserver vserver-SSL-1 SVC_HTTP1

Done

> show 1b vserver vserver-SSL-1 vserver-SSL-1 (10.102.29.50:443) -
SSL Type:
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ADDRESS State: DOWN[Certkey not bound]

Last state change was at Tue Jun 16 06:33:08 2009 (+174 ms)
Time since last state change: 0 days, 00:31:53.70
Effective State: DOWN Client Idle

Timeout: 180 sec

Down state flush: ENABLED Disable Primary Vserver On Down
DISABLED No. of Bound Services : 1 (Total) 0 (Active)

Configured Method: LEASTCONNECTION Mode: IP Persistence: NONE Vserver
IP and

Port insertion: OFF Push: DISABLED Push VServer: Push Multi Clients:
NO Push Label Rule:

1) SVC_HTTP1 (10.102.29.18: 80) - HTTP
State: DOWN Weight: 1

Done

Bind a service to a virtual server by using the GUI

1. Navigate to Traffic Management > SSL Offload > Virtual Servers.

2. In the details pane, select a virtual server, and then click Open.

3. Onthe Services tab, in the Active column, select the check boxes next to the services that you
want to bind to the selected virtual server.

4. Click OK.

5. Verify that the Number of Bound Services counter in the Details section at the bottom of the
pane is incremented by the number of services that you bound to the virtual server.
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Add a certificate key pair

An SSL certificate is an integral element of the SSL Key-Exchange and encryption/decryption process.
The certificate is used during the SSL handshake to establish the identity of the SSL server. You can
use a valid, existing SSL certificate that you have on the Citrix ADC appliance, or you can create your
own SSL certificate. The appliance supports RSA/DSA certificates of up to 4096 bits.

Note: Citrix recommends that you use a valid SSL certificate that has been issued by a trusted
certificate authority. Invalid certificates and self-created certificates are not compatible with all
SSL clients.

Before a certificate can be used for SSL processing, you must pair it with its corresponding key. The
certificate key pair is then bound to the virtual server and used for SSL processing.

Add a certificate key pair by using the CLI

At the command prompt, type the following commands to create a certificate key pair and verify the
configuration:

- add ssl certKey <certkeyName> -cert <string> [-key <string>]
- show sslcertkey <name>

Example:

> add ssl certKey CertKey-SSL-1 -cert ns-root.cert -key ns-root.key
Done

> show sslcertkey CertKey-SSL-1

Name: CertKey-SSL-1 Status: Valid,

Days to expiration:4811 Version: 3

Serial Number: 00 Signature Algorithm: md5WithRSAEncryption Issuer:
C=US,ST=California,L=San

Jose,0=Citrix ANG,0U=NS Internal,CN=de fault

Validity Not Before: Oct 6 06:52:07 2006 GMT Not After : Aug 17
21:26:47 2022 GMT
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Subject: C=US,ST=California,L=San Jose,0=Citrix ANG,OU=NS Internal,
CN=d efault Public Key

Algorithm: rsaEncryption Public Key

size: 1024

Done

Add a certificate key pair by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL > Certificates.

2. Inthe details pane, click Add.

3. In the Install Certificate dialog box, in the Certificate-Key Pair Name text box, type a name for
the certificate key pair you want to add, for example, Certkey-SSL-1.

4. Under Details, in Certificate File Name, click Browse (Appliance) to locate the certificate.
Both the certificate and the key are stored in the /nsconfig/ssl/ folder on the appliance.
To use a certificate present on the local system, select Local.

5. Select the certificate you want to use, and then click Select.

6. In Private Key File Name, click Browse (Appliance) to locate the private key file. To use a
private key present on the local system, select Local.

7. Select the key you want to use and click Select. To encrypt the key used in the certificate key
pair, type the password to be used for encryption in the Password text box.

8. Click Install.

9. Double-click the certificate key pair and, in the Certificate Details window, verify that the para-
meters have been configured correctly and saved.

Bind an SSL certificate key pair to the virtual server

After you have paired an SSL certificate with its corresponding key, you must bind the certificate key
pair to the SSL virtual server so that it can be used for SSL processing. Secure sessions require estab-
lishing a connection between the client computer and an SSL-based virtual server on the appliance.
SSL processing is then carried out on the incoming traffic at the virtual server. Therefore, before en-
abling the SSL virtual server on the appliance, you need to bind a valid SSL certificate to the SSL virtual
server.
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Bind an SSL certificate key pair to a virtual server by using the CLI

At the command prompt, type the following commands to bind an SSL certificate key pair to a virtual
server and verify the configuration:

- bind ssl vserver <vServerName> -certkeyName <string>
- show ssl vserver <name>

Example:

> bind ssl vserver Vserver-SSL-1 -certkeyName CertKey-SSL-1

Done

> show ssl vserver Vserver-SSL-1

Advanced SSL configuration for VServer Vserver-SSL-1:

DH: DISABLED

Ephemeral RSA: ENABLED Refresh Count: ©

Session Reuse: ENABLED Timeout: 120 seconds

Cipher Redirect: ENABLED

SSLv2 Redirect: ENABLED

ClearText Port: O

Client Auth: DISABLED

SSL Redirect: DISABLED

Non FIPS Ciphers: DISABLED
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SSLv2: DISABLED SSLv3: ENABLED TLSvl: ENABLED

1) CertKey Name: CertKey-SSL-1 Server Certificate

1) Cipher Name: DEFAULT

Description: Predefined Cipher Alias

Done

Bind an SSL certificate key pair to a virtual server by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL Offload > Virtual Servers.

2. Select the virtual server to which you want to bind the certificate key pair, for example, Vserver-
SSL-1, and click Open.

3. Inthe Configure Virtual Server (SSL Offload) dialog box, on the SSL Settings tab, under Avail-
able, select the certificate key pair that you want to bind to the virtual server (for example,
Certkey-SSL-1), and then click Add.

4. Click OK.

5. Verify that the certificate key pair that you selected appears in the Configured area.

Configure support for Outlook web access

If you use Outlook Web Access (OWA) servers on your Citrix ADC appliance, you must configure the
appliance to insert a special header field, FRONT-END-HTTPS: ON, in HTTP requests directed to the
OWA servers, so that the servers generate URL links as https: // instead of http:

Note: You can enable OWA support for HTTP-based SSL virtual servers and services only. You cannot
apply it for TCP-based SSL virtual servers and services.

To configure OWA support, do the following:

+ Create an SSL action to enable OWA support.
« Create an SSL policy.
+ Bind the policy to the SSL virtual server.
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Create an SSL action to enable OWA support

Before you can enable Outlook Web Access (OWA) support, you must create an SSL action. SSL ac-
tions are bound to SSL policies and triggered when incoming data matches the rule specified by the

policy.

Create an SSL action to enable OWA support by using the CLI

Atthe command prompt, type the following commands to create an SSL action to enable OWA support
and verify the configuration:

- add ssl action <name> -OWASupport ENABLED
- show SSL action <name>

Example:

> add ssl action Action-SSL-OWA -OWASupport enabled

Done

> show SSL action Action-SSL-OWA

Name: Action-SSL-OWA

Data Insertion Action: OWA

Support: ENABLED

Done

Create an SSL action to enable OWA support by using the GUI

Follow these steps:

Navigate to Traffic Management > SSL > Policies.

In the details pane, on the Actions tab, click Add.

In the Create SSL Action dialog box, in the Name text box, type Action-SSL-0OWA.
Under Outlook Web Access, select Enabled.

Click Create, and then click Close.

Lok wph e
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6. Verify that Action-SSL-OWA appears in the SSL Actions page.

Create SSL policies

SSL policies are created by using the policy infrastructure. Each SSL policy has an SSL action bound
toit, and the action is carried out when incoming traffic matches the rule that has been configured in

the policy.

Create an SSL policy by using the CLI

At the command prompt, type the following commands to configure an SSL policy and verify the con-
figuration:

- add ssl policy <name> -rule <expression> -regAction <string>
- show ssl policy <name>

Example:
> add ssl policy Policy-SSL-1 -rule ns_true -regaction Action-SSL-OWA
Done
> show ssl policy Policy-SSL-1
Name: Policy-SSL-1 Rule: ns_true
Action: Action-SSL-OWA Hits: ©
Policy is bound to following entities
1) PRIORITY : 0O

Done

Create an SSL policy by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL > Policies.

2. Inthe details pane, click Add.

3. In the Create SSL Policy dialog box, in the Name text box, type the name of the SSL Policy (for
example, Policy-SSL-1).

4. In Request Action, select the configured SSL action that you want to associate with this pol-
icy (for example, Action-SSL-OWA). The ns_true general expression applies the policy to all
successful SSL handshake traffic. However, if you must filter specific responses, you can create
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policies with a higher level of detail. For more information about configuring granular policy
expressions, see SSL actions and policies.

5. In Named Expressions, choose the built-in general expression ns_true and click Add Expres-
sion. The expression ns_true now appears in the Expression text box.

6. Click Create, and then click Close.

7. Verify that the policy is correctly configured by selecting the policy and viewing the Details sec-
tion at the bottom of the pane.

Bind the SSL policy to the SSL virtual server

After you configure an SSL policy for Outlook Web Access, bind the policy to a virtual server that will
intercept incoming Outlook traffic. If the incoming data matches any of the rules configured in the
SSL policy, the policy is triggered and the action associated with it is carried out.

Bind an SSL policy to an SSL virtual server by using the CLI

At the command prompt, type the following commands to bind an SSL policy to an SSL virtual server
and verify the configuration:

- bind ssl vserver <vServerName> -policyName <string>
- show ssl vserver <name>

Example:
> bind ssl vserver Vserver-SSL-1 -policyName Policy-SSL-1
Done
> show ssl vserver Vserver-SSL-1
Advanced SSL configuration for VServer Vserver-SSL-1:
DH: DISABLED
Ephemeral RSA: ENABLED
Refresh Count: ©
Session Reuse: ENABLED
Timeout: 120 seconds
Cipher Redirect: ENABLED
SSLv2 Redirect: ENABLED

ClearText Port: ©
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Client Auth: DISABLED

SSL Redirect: DISABLED

Non FIPS Ciphers: DISABLED

SSLv2: DISABLED SSLv3: ENABLED TLSv1l: ENABLED

1) CertKey Name: CertKey-SSL-1 Server Certificate

1) Policy Name: Policy-SSL-1 Priority: O

1) Cipher Name: DEFAULT Description: Predefined Cipher Alias

Done

Bind an SSL policy to an SSL virtual server by using the GUI

Follow these steps:

1. Navigate to Traffic Management > SSL Offload > Virtual Servers.

2. Inthe details pane, select the virtual server (for example, Vserver-SSL-1), and then click Open.

3. Inthe Configure Virtual Server (SSL Offload) dialog box, click Insert Policy, and then select the
policy that you want to bind to the SSL virtual server. Optionally, you can double-click the Pri-
ority field and type a new priority level.

4. Click OK.

Features at a glance

August 20, 2024

Citrix ADC features can be configured independently or in combinations to address specific needs.
Although some features fit more than one category, the numerous Citrix ADC features can generally
be categorized as application switching and traffic management features, application acceleration
features, and application security and firewall features, and an application visibility feature.

To understand the order in which the features perform their processing, see Processing Order of Fea-
tures section.
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Application switching and traffic management features

August 20, 2024

Below are the application switching and traffic management features.

SSL Offloading

Transparently offloads SSL encryption and decryption from web servers, freeing server resources to
service content requests. SSL places a heavy burden on an application’s performance and can render
many optimization measures ineffective. SSL offload and acceleration allow all the benefits of Citrix
Request Switching technology to be applied to SSL traffic, ensuring secure delivery of web applica-
tions without degrading end-user performance.

For more information, see SSL offload and acceleration.

Access Control Lists

Comparesincoming packets to Access Control Lists (ACLs). If a packet matches an ACL rule, the action
specified inthe rule is applied to the packet. Otherwise, the default action (ALLOW) is applied and the
packet is processed normally. For the appliance to compare incoming packets to the ACLs, you have
to apply the ACLs. All ACLs are enabled by default, but you have to apply them in order for the Citrix
ADC appliance to compare incoming packets against them. If an ACL is not required to be a part of the
lookup table, but still needs to be retained in the configuration, it should be disabled before the ACLs
are applied. An ADC appliance does not compare incoming packets to disabled ACLs.

For more information, see Access Control List.

Load Balancing

Load balancing decisions are based on a variety of algorithms, including round robin, least connec-
tions, weighted least bandwidth, weighted least packets, minimum response time, and hashing based
on URL, domain source IP, or destination IP. Both the TCP and UDP protocols are supported, so the
Citrix ADC appliance can load balance all traffic that uses those protocols as the underlying carrier (for
example, HTTP, HTTPS, UDP, DNS, NNTP, and general firewall traffic). In addition, the ADC appliance
can maintain session persistence based on source IP, cookie, server, group, or SSL session. It allows
users to apply custom Extended Content Verification (ECV) to servers, caches, firewalls and other in-
frastructure devices to ensure that these systems are functioning properly and are providing the right
content to users. It can also perform health checks using ping, TCP, or HTTP URL, and the user can
create monitors based on Perl scripts.
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To provide high-scale WAN optimization, the CloudBridge appliances deployed at data centers can be
load balanced through Citrix ADC appliances. The bandwidth and number of concurrent sessions can
be improved significantly.

For more information, see Load Balancing.

Traffic Domains

Traffic domains provide a way to create logical ADC partitions within a single Citrix ADC appliance.
They enable you to segment network traffic for different applications. You can use traffic domains
to create multiple isolated environments whose resources do not interact with each other. An appli-
cation belonging to a specific traffic domain communicates only with entities, and processes traffic,
within that domain. Traffic belonging to one traffic domain cannot cross the boundary of another traf-
fic domain. Therefore, you can use duplicate IP addresses on the appliance as long as an addresses is
not duplicated within the same domain.

For more information, see Traffic Domains.

Network Address Translation

Network address translation (NAT) involves modification of the source and/or destination IP ad-
dresses, and/or the TCP/UDP port numbers, of IP packets that pass through the Citrix ADC appliance.
Enabling NAT on the appliance enhances the security of your private network, and protects it from
a public network such as the Internet, by modifying your network’s source IP addresses when data
passes through the Citrix ADC appliance.

The Citrix ADC appliance supports the following types of network address translation:

INAT: In Inbound NAT (INAT), an IP address (usually public) configured on the Citrix ADC appliance
listens to connection requests on behalf of a server. For a request packet received by the appliance
on a public IP address, the ADC replaces the destination IP address with the private IP address of the
server. In other words, the appliance acts as a proxy between clients and the server. INAT configu-
ration involves INAT rules, which define a 1:1 relationship between the IP address on the Citrix ADC
appliance and the IP address of the server.

RNAT: In Reverse Network Address Translation (RNAT), for a session initiated by a server, the Citrix ADC
appliance replaces the source IP address in the packets generated by the server with an IP address
(type SNIP) configured on the appliance. The appliance thereby prevents exposure of the server’s IP
address in any of the packets generated by the server. An RNAT configuration involves an RNAT rule,
which specifies a condition. The appliance performs RNAT processing on those packets that match
the condition.
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Stateless NAT46 Translation: Stateless NAT46 enables communication between IPv4 and IPv6 net-
works, by way of IPv4 to IPv6 packet translation and vice versa, without maintaining any session infor-
mation on the Citrix ADC appliance. A stateless NAT46 configuration involves an IPv4-1Pv6 INAT rule
and an NAT46 IPv6 prefix.

Stateful NAT64 Translation: The stateful NAT64 feature enables communication between IPv4 clients
and IPv6 servers through IPv6 to IPv4 packet translation, and vice versa, while maintaining session
information on the Citrix ADC appliance. A stateful NAT64 configuration involves an NAT64 rule and
an NAT64 IPv6 prefix.

For more information, see
Configuring Network Address Translation.

Multipath TCP Support

Citrix ADC appliances support Multipath TCP (MPTCP). MPTCP is a TCP/IP protocol extension that iden-
tifies and uses multiple paths available between hosts to maintain the TCP session. You must enable
MPTCP on a TCP profile and bind it to a virtual server. When MPTCP is enabled, the virtual server func-
tions as an MPTCP gateway and converts MPTCP connections with the clients to TCP connections that
it maintains with the servers.

For more information, see MPTCP (Multi-Path TCP).

Content Switching

Determines the server to which to send the request on the basis of configured content switching poli-
cies. Policy rules can be based on the IP address, URL, and HTTP headers. This allows switching
decisions to be based on user and device characteristics such as who the user is, what type of agent
is being used, and what content the user requested.

For more information, see Content Switching.

Global Server Load Balancing (GSLB)

Extends the traffic management capabilities of a NetScaler to include distributed Internet sites and
global enterprises. Whether installations are spread across multiple network locations or multiple
clustersin a single location, the NetScaler maintains availability and distributes traffic across them. It
makes intelligent DNS decisions to prevent users from being sent to a site that is down or overloaded.
When the proximity-based GSLB method is enabled, the NetScaler can make load balancing decisions
based on the proximity of the client’s local DNS server (LDNS) in relation to different sites. The main
benefit of the proximity-based GSLB method is faster response time resulting from the selection of
the closest available site.
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For more information, see Global Server Load Balancing.

Dynamic Routing

Enables routers to obtain topology information, routes, and IP addresses from neighboring routers
automatically. When dynamic routing is enabled, the corresponding routing process listens to route
updates and advertises routes. The routing processes can also be placed in passive mode. Routing
protocols enable an upstream router to load balance traffic to identical virtual servers hosted on two
standalone NetScaler units using the Equal Cost Multipath technique.

For more information, see Configuring Dynamic Routes.

Link Load Balancing

Load balances multiple WAN links and provides link failover, further optimizing network performance
and ensuring business continuity. Ensures that network connections remain highly available, by
applying intelligent traffic control and health checks to distribute traffic efficiently across upstream
routers. Identifies the best WAN link to route both incoming and outbound traffic based on policies
and network conditions, and protects applications against WAN or Internet link failure by providing
rapid fault detection and failover.

For more information, see [Link Load Balancing](/en-us/citrix-adc/12-1/
link-load-balancing.html).

TCP Optimization

You can use TCP profiles to optimize TCP traffic. TCP profiles define the way that NetScaler virtual
servers process TCP traffic. Administrators can use the built-in TCP profiles or configure custom
profiles. After defining a TCP profile, you can bind it to a single virtual server or to multiple virtual
servers.

Some of the key optimization features that can be enabled by TCP profiles are:

» TCP keep-alive—Checks the operational status of the peers at specified time intervals to pre-
vent the link from being broken.

+ Selective Acknowledgment (SACK)—Improves the performance of data transmission, espe-
cially in long fat networks (LFNs).

« TCP window scaling—Allows efficient transfer of data over long fat networks (LFNs).

For more information on TCP Profiles, see Configuring TCP Profiles.
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CloudBridge Connector

The Citrix NetScaler CloudBridge

Connector feature, a fundamental part of the Citrix OpenCloud framework, is a tool used to build a
cloud-extended data center. The OpenCloud Bridge enables you to connect one or more Citrix ADC
appliances or NetScaler virtual appliances on the cloud-to your network without reconfiguring your
network. Cloud hosted applications appear as though they are running on one contiguous enterprise
network. The primary purpose of the OpenCloud Bridge is to enable companies to move their applica-
tions to the cloud while reducing costs and the risk of application failure. In addition, the OpenCloud
Bridge increases network security in cloud environments. An OpenCloud Bridge is a Layer-2 network
bridge that connects a Citrix ADC appliance or NetScaler virtual appliance on a cloud instance to a
Citrix ADC appliance or NetScaler virtual appliance on your LAN. The connection is made through
a tunnel that uses the Generic Routing Encapsulation (GRE) protocol. The GRE protocol provides a
mechanism for encapsulating packets from a wide variety of network protocols to be forwarded over
another protocol. Then Internet Protocol security (IPsec) protocol suite is used to secure the commu-
nication between the peers in the OpenCloud Bridge.

For more information, see CloudBridge.

DataStream

The NetScaler DataStream feature provides an intelligent mechanism for request switching at the
database layer by distributing requests on the basis of the SQL query being sent.

When deployed in front of database servers, a NetScaler ensures optimal distribution of traffic from
the application servers and Web servers. Administrators can segment traffic according to information
in the SQL query and on the basis of database names, user names, character sets, and packet size.

You can configure load balancing to switch requests according to load balancing algorithms, or you
can elaborate the switching criteria by configuring content switching to make a decision based on SQL
guery parameters, such as user name, database names, and command parameters. You can further
configure monitors to track the states of database servers.

The advanced policy infrastructure on the Citrix ADC appliance includes expressions that you can
use to evaluate and process the requests. The advanced expressions evaluate traffic associated
with MySQL database servers. You can use request-based expressions (expressions that begin with
MYSQL.CLIENT and MYSQL.REQ) in advanced policies to make request switching decisions at the
content switching virtual server bind point and response-based expressions (expressions that begin
with MYSQL.RES) to evaluate server responses to user-configured health monitors.

Note: DataStream is supported for MySQL and MS SQL databases.

For more information, see DataStream.
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Application acceleration features

August 20, 2024

« AppCompress

Uses the gzip compression protocol to provide transparent compression for HTML and text files.
The typical 4:1 compression ratio yields up to 50% reduction in bandwidth requirements out
of the data center. It also results in significantly improved end-user response time, because it
reduces the amount of data that must be delivered to the user’s browser.

+ Cache Redirection

Manages the flow of traffic to a reverse proxy, transparent proxy, or forward proxy cache farm. In-
spects all requests, and identifies non-cacheable requests and sends them directly to the origin
servers over persistent connections. By intelligently redirecting non-cacheable requests back
to the origin web servers, the Citrix ADC appliance frees cache resources and increases cache hit
rates while reducing overall bandwidth consumption and response delays for these requests.

For more information, see “Cache Redirection.”
» AppCache

Helps optimize web content and application data delivery by providing a fast in-memory
HTTP/1.1 and HTTP/1.0 compliant web caching for both static and dynamic content. This
on-board cache stores the results of incoming application requests even when an incoming
request is secured or the data compressed, and then reuses the data to fulfill subsequent
requests for the same information. By serving data directly from the on-board cache, the
appliance can reduce page regeneration times by eliminating the need to funnel static and
dynamic content requests to the server.

For more information, see “Integrated Caching.”
+ TCP Buffering

Buffers the server’s response and delivers it to the client at the client’s speed, thus offloading
the server faster and thereby improving the performance of web sites.

Application security and firewall features

August 20, 2024

Below are the secuirty and firewarall features.
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Denial of service (DoS) attack defense

Detects and stops malicious distributed denial-of-service (DDoS) attacks and other types of malicious
attacks before they reach your servers, preventing them from affecting network and application per-
formance. The Citrix ADC appliance identifies legitimate clients and elevates their priority, leaving
suspect clients unable to consume a disproportionate percentage of resources and cripple your site.
The appliance provides application-level protection from the following types of malicious attacks:

+ SYN flood attacks

« Pipeline attacks

« Teardrop attacks

 Land attacks

+ Fraggle attacks

« Zombie connection attacks

The appliance aggressively defends against these types of attacks by preventing the allocation of
server resources for these connections. This insulates servers from the overwhelming flood of packets
associated with these events.

The appliance also protects network resources from ICMP based attacks by using ICMP rate limiting
and aggressive ICMP packetinspection. It performs strong IP reassembly, drops a variety of suspicious
and malformed packets, and applies Access Control Lists (ACLs) to site traffic for further protection.

For more information, see HTTP Denial-of-Service Protection.

Content Filtering

Provides protection from malicious attacks for web sites at the Layer 7 level. The appliance inspects
each incoming request according to user-configured rules based on HTTP headers, and performs the
action the user configured. Actions can include resetting the connection, dropping the request, or
sending an error message to the user’s browser. This allows the appliance to screen unwanted re-
quests and reduces your servers’exposure to attacks.

This feature can also analyze HTTP GET and POST requests and filter out known bad signatures, al-
lowing it to defend your servers against HTTP-based attacks.

For more information, see Content Filtering.

Responder

Functions like an advanced filter and can be used to generate responses from the appliance to
the client. Some common uses of this feature are generation of redirect responses, user defined
responses, and resets.
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For more information, see Responder.

Rewrite

Modifies HTTP headers and body text. You can use the rewrite featureto add HTTP headerstoan HTTP
request or response, make modifications to individual HTTP headers, or delete HTTP headers. It also
enables you to modify the HTTP body in requests and responses.

When the appliance receives a request or sends aresponse, it checks for rewrite rules, and ifapplicable
rules exist, it applies them to the request or response before passing it on to the web server or client
computer.

For more information, see Rewrite.

Priority Queuing

Prioritizes user requests to ensure that the most important traffic is serviced first during surges in
request volume. You can establish priority based on request URLs, cookies, or a variety of other fac-
tors. The appliance places requests in a three-tier queue based on their configured priority, enabling
business-critical transactions to flow smoothly even during surges or site attacks.

For more information, see Priority Queuing.

Surge Protection

Regulates the flow of user requests to servers and controls the number of users that can simultane-
ously access the resources on the servers, queuing any additional requests once your servers have
reached their capacity. By controlling the rate at which connections can be established, the appliance
blocks surges in requests from being passed on to your servers, thus preventing site overload.

For more information, see Surge Protection.

Citrix Gateway

Citrix Gateway is a secure application access solution that provides
administrators granular application-level policy and action controls
to secure access to applications and data while allowing users to
work from anywhere. It gives IT administrators a single point of
control and tools to help ensure compliance with regulations and the
highest levels of information security across and outside the
enterprise. At the same time, it empowers users with a single point
of access—optimized for roles, devices, and networks—to the
enterprise applications and data they need. This unique combination
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of capabilities helps maximize the productivity of today's mobile
workforce.

For more information, see Citrix Gateway.

Application Firewall

Protects applications from misuse by hackers and malware, such as cross site scripting attacks, buffer
overflow attacks, SQL injection attacks, and forceful browsing, by filtering traffic between each pro-
tected web server and users that connect to any web site on that web server. The application firewall
examines all traffic for evidence of attacks on web server security or misuse of web server resources,
and takes the appropriate action to prevent these attacks from succeeding.

For more information, see Application Firewall.

Application visibility feature

August 20, 2024

+ NetScaler Insight Center

NetScaler Insight Center is a high performance collector that provides end-to-end user experi-
ence visibility across Web and HDX (ICA) traffic. It collects HTTP and ICA AppFlow records gen-
erated by NetScaler ADC appliances and populates analytical reports covering Layer 3 to Layer
7 statistics. NetScaler Insight Center provides in-depth analysis for the last five minutes of real-
time data, and for historical data collected for the last one hour, one day, one week, and one
month.

HDX (ICA) analytic dashboard enables you to drill down from HDX Users, Applications, Desktops,
and even from gateway-level information. Similarly, HTTP analytics provide a bird’s eye view
of Web Applications, URLs Accessed, Client IP Addresses and Server IP Addresses, and other
dashboards. The administrator can drill down and identify the pain points from any of these
dashboards, as appropriate for the use case.

« Enhanced Application Visibility Using AppFlow

The Citrix ADC appliance is a central point of control for all application traffic in the data center.
It collects flow and user-session level information valuable for application performance mon-
itoring, analytics, and business intelligence applications. AppFlow transmits this information
by using the Internet Protocol Flow Information eXport (IPFIX) format, which is an open Inter-
net Engineering Task Force (IETF) standard defined in RFC 5101. IPFIX (the standardized version
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of Cisco’s NetFlow) is widely used to monitor network flow information. AppFlow defines new
Information Elements to represent application-level information.

Using UDP as the transport protocol, AppFlow transmits the collected data, called flow records,
toone or more IPv4 collectors. The collectors aggregate the flow records and generate real-time
or historical reports.

AppFlow provides visibility at the transaction level for HTTP, SSL, TCP, and SSL_TCP flows. You
can sample and filter the flow types that you want to monitor.

To limit the types of flows to monitor, by sampling and filtering the application traffic, you can
enable AppFlow for a virtual server. AppFlow can also provide statistics for the virtual server.

You can also enable AppFlow for a specific service, representing an application server, and mon-
itor the traffic to that application server.

For more information, see “AppFlow.”

« Stream Analytics

The performance of your web site or application depends on how well you optimize the delivery
of the most frequently requested content. Techniques such as caching and compression help ac-
celerate the delivery of services to clients, but you need to be able to identify the resources that
are requested most frequently, and then cache or compress those resources. You can identify
the most frequently used resources by aggregating real-time statistics about website or applica-
tion traffic. Statistics such as how frequently a resource is accessed relative to other resources
and how much bandwidth is consumed by those resources help you determine whether those
resources need to be cached or compressed to improve server performance and network uti-
lization. Statistics such as response times and the number of concurrent connections to the
application help you determine whether you must enhance server-side resources.

If the web site or application does not change frequently, you can use products that collect
statistical data, and then manually analyze the statistics and optimize the delivery of content.
However, if you do not want to perform manual optimizations, or if your web site or applica-
tion is dynamic in nature, you need infrastructure that can not only collect statistical data but
can also automatically optimize the delivery of resources on the basis of the statistics. On the
Citrix ADC appliance, this functionality is provided by the Stream Analytics feature. The feature
operates on a single Citrix ADC appliance and collects run-time statistics on the basis of crite-
ria that you define. When used with Citrix ADC policies, the feature also provides you with the
infrastructure that you need for automatic, real-time traffic optimization.

For more information, see “Action Analytics.”
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Citrix ADC Solutions

August 20, 2024

Citrix ADC solutions simplify the task of setting up frequently deployed configurations. Check this
space from time to time for additional solutions.

This section includes the following solutions

+ Setting up Citrix ADC for Citrix Virtual Apps and Desktops

+ Global Server Load Balancing (GSLB) Powered Zone Preference

» Anycast supportin Citrix ADC

+ NetScaler in a Private Cloud Managed by Microsoft Windows Azure Pack and Cisco ACI

Setting up Citrix ADC for Citrix Virtual Apps and Desktops

August 20, 2024

A Citrix ADC appliance can provide load balanced, secure remote access to your Citrix Virtual Apps and
Desktops applications. You can use the Citrix ADC load balancing feature to distribute traffic across
the Citrix Virtual Apps and Desktops server, and the Citrix Gateway feature to provide secure remote
access to the servers. Citrix ADC can also accelerate and optimize the traffic flow and offer visibility
features that are useful for Citrix Virtual Apps and Desktops deployments.

Citrix Virtual Apps
NetScaler NatScaler and Desktops

load load sarver farm
NetScaler balancing StoreFront balancing
Gateway feature sarver farm featurs
feature optional | {optional)

VPN virtual Virtual Virtual
L& server sorver sorver

.
>

NetScaler
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The above figure shows the components involved in this deployment:

+ NetScaler Gateway. Provides the URL for user access, and provides security by authenticating
the users.

« Citrix ADC load balancing virtual server. Load balances the traffic for the Web Interface or
StoreFront servers. You can also deploy a load balancing virtual server in front of the Citrix Vir-
tual Apps and Desktop servers to load balance key components such as XML Broker and Desktop
Delivery Controller (DDC) server.

+ Web Interface or StoreFront or Web Interface on Citrix ADC. Provides the interface through
which you can access the applications.

Note: Web Interface on Citrix ADC (WlonNS) is a customization of the Web Interface product,
hosted on the Citrix ADC appliance.

« Citrix Virtual Apps and Desktops. Provides the applications that your users want to access.

To set up the Citrix ADC for Citrix Virtual Apps and Desktops by using the Citrix ADC GUI

Prerequisites

« Citrix Virtual Apps and Desktop servers are configured and available.

+ Web Interface, StoreFront, or Web Interface on Citrix ADC servers are configured and available.

+ You have a working knowledge of Citrix Gateway, Citrix ADC, Citrix Virtual Apps and Desktops,
and StoreFront/Web Interface/Web Interface on Citrix ADC.

+ Make sure that you have configured a virtual server and a service and bound the service to the
virtual server. For more information, see:

- Load balance Citrix Virtual Desktops
- Load balance Citrix Virtual Apps

Procedure:

1. Logontothe Citrix ADC appliance and on the Configuration tab click XenApp and XenDesktop.

2. On the Details pane, click Get Started. If the setup exists on the Citrix ADC, click the Edit link
corresponding to each of the section that you want to modify.

3. Select the product (StoreFront, Web Interface, or Web Interface on Citrix ADC) that in your de-
ployment provides the interface for access to the Citrix Virtual Apps and Desktops applications.

4. Set up secure remote access.

a) Inthe NetScaler Gateway Settings section, specify the details for the VPN virtual server
and click Continue.

b) Inthe Server Certificate section, choose an existing certificate or install a new certificate
and click Continue.
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c) In the Authentication section, configure the primary authentication mechanism to be
used and specify the server details or use an existing server and click Continue.

d) In the StoreFront section, specify the details of the server that provides the interface for
accessing the applications and click Continue.

e) You can use one of the following as your StoreFront server.

i. LBvserver pointing to multiple SF servers.
ii. Web Interface or StoreFront server directly reachable from the Citrix ADC appliance.
iii. Web Interface on Citrix ADC.

5. Click Done to complete the configuration.

Global Server Load Balancing (GSLB) Powered Zone Preference

August 20, 2024

GSLB powered zone preference is a feature that integrates Citrix Virtual Apps and Desktops, Store-
Front, and Citrix ADC to provide clients access to the most optimized data center on the basis of the
client location.

In a distributed Citrix Virtual Apps and Desktops deployment, StoreFront might not select an optimal
datacenter when multiple equivalent resources are available from multiple datacenters. In such cases,
StoreFront randomly selects a datacenter. It can send the request to any of the Citrix Virtual Apps and
Desktops servers in any datacenter, regardless of proximity to the client making the request.

With this enhancement, the client IP address is examined when an HTTP request arrives at the Citrix
Gateway appliance, and the real client IP address is used to create the datacenter preference list that
is forwarded to StoreFront. If the Citrix ADC appliance is configured to insert the zone preference
header, StoreFront 3.5 or later can use the information provided by the appliance to reorder the list
of delivery controllers and connect to an optimal delivery controller in the same zone as the client.
StoreFront selects the optimal gateway VPN virtual server for the selected datacenter zone, adds this
information to the ICA file with appropriate IP addresses, and sends it to the client. Storefront then
tries to launch applications hosted on the preferred datacenter’s delivery controllers before trying to
contact equivalent controllers in other datacenters.

For more information about configuring this solution, click here.

Anycast support in Citrix ADC

August 20, 2024
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Anycast is a type of network where a set of servers shares the same IP address. The client request
is directed to the topographically closest server based on their routing tables. This routing reduces
latency issues, ensures high availability, and minimizes downtime.

Citrix ADC supports anycast network with Global Server Load Balancing (GSLB) and DNS features.

The following diagram illustrates a topology diagram of Anycast in Citrix ADC.

Client

~0y, Client router

LocationA route i q}{ﬁi LocationB router

(BGP enabled) (BGP enabled)

ADNS (example: 5.5.5.54 ADNS (example: 5.5.5.5)
GSLB Node - - ™ GSLB Node
LocationA ' - 2 = =  LocationB

Citrix ADC Citrix ADC

Anycast GSLB

The Citrix ADC GSLB feature provides load balancing across globally distributed sites along with dis-
aster recovery and ensures continuous availability of applications.

During an outage, GSLB provides immediate disaster recovery by routing traffic to the closest or the
best performing data center. However, GSLB cannot control the following:

« How the DNS traffic is routed to GSLB nodes located in different geographical locations.
+ How much latency is getting added while DNS queries get routed to GSLB nodes.

In a typical GSLB setup, each data center has a GSLB node configured with the site-specific Author-
itative Domain Name Server (ADNS) to receive DNS queries. Each site’s ADNS is configured as the
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nameserver in the DNS resolver. As the number of GSLB nodes increases, the number of nameserver
records also increase. In such cases, if there is a failure of a datacenter, LDNS has to retry resolution
with a different nameserver which would add to the latency in DNS resolution.

Also, every time a GSLB node is added, the nameserver records must be updated.

To overcome these drawbacks, you can use Anycast ADNS. In Anycast ADNS, a single ADNS IP address
is used for all GSLB nodes and the DNS traffic is routed to GSLB nodes using dynamic routing.

For example if a GSLB site is DOWN, the routing table is updated and route to this site is removed.
Hence, the DNS queries are not sent to the sites that are DOWN. As a result, there are no retries.

Also, if a new GSLB node is added, the new node is assigned the same ADNS IP address. The dynamic
routing automatically updates the routing tables with routes to new sites based on the routing algo-
rithms. Hence, you do not have to update the DNS name server records. The rollout of new GSLB sites
is made simpler and faster with Anycast.

How to configure ADNS IP address in an anycast mode

You must enable host routing on the ADNS IP in Citrix ADC and set the appropriate Route Health Injec-
tion (RHI) level. Mostly, there would not be any virtual servers on the ADNS IP and therefore RHI level
must be selected as NONE. Enabling host route on the ADNS IP makes it a kernel route. You can then
enable the dynamic routing of choice and configure the routing protocol to redistribute the kernel
routes.

ADNS IP configuration -Example

At the command prompt, type;
add service adns_public 5.5.5.5 ADNS 53

set ip 5.5.5.5 -hostRoute ENABLED -vserverRHILevel ALL_VSERVERS

BGP configuration in GSLB site -Examnla
Sitel#sh run

|

hostname Sitel

|

log syslog

log record-priority

|

ns route-install bgp

|

interface 100

ip address 127.0.0.1/8
ipv6 address fe80::1/64
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ipv6 address ::1/128

|
interface vlano

ip address 10.102.148.94/25

ipv6 address fe80::e84c:f4ff:fe74:4588/64

|
interface vlan2

ip address 172.18.30.15/24

|

router bgp 5

redistribute kernel ----- > redistributing the kernel routes
neighbor 172.18.30.30 remote-as 4

neighbor 172.18.30.30 advertisement-interval 1
neighbor 172.18.30.30 timers 4 16

|
End

Sitel#

GSLB site routing table - Example

Sitel#sh 1ip route
Codes: K - kernel, C - connected, S - static, R - RIP, B - BGP
O - OSPF, IA - OSPF 1inter area
N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2
E1l - OSPF external type 1, E2 - OSPF external type 2
i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2
ija - IS-IS -inter area, I - Intranet
* - candidate default

K 5.5.5.5/32 via 0.0.0.0 ———————————-——————— - >
Kernel Route for ADNS

C 10.102.148.0/25 is directly connected, vlan®

C 127.0.0.0/8 1is directly connected, 100

B 172.18.10.0/24 [20/0] via 172.18.30.30, vlan2, 01lw5d22h

B 172.18.20.0/24 [20/0] via 172.18.30.30, vlan2, 01lw5d22h

C 172.18.30.0/24 1is directly connected, vlan2

B 192.168.3.0/24 [20/0] via 172.18.30.30, vlan2, 01lw5d22h

B 192.168.5.0/24 [20/0] via 172.18.30.30, vlan2, 01lw5d22h

B 192.168.10.0/24 [20/0] via 172.18.30.30, vlan2, 0lw5d22h

Gateway of last resort is not set
Sitel#

Anycast DNS

You can use Anycast DNS for DNS proxy virtual servers on Citrix ADC. When there are multiple DNS
name servers configured, the DNS resolver responds based on round robin method. For example, if
the resolver does not receive any response from the first server, it switches to the second server after
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the configured timeout value expires and so on. The switching from first server to second server adds
to the latency in DNS resolution. If the DNS resolvers are configured with Anycast, then this latency
can be eliminated.

DNS configuration -Example

At the command prompt, type;

add 1lb vserver dns DNS 5.5.5.50 53

set ip 5.5.5.50 -hostRoute ENABLED -vserverRHILevel ALL_VSERVERS

Citrix ADC in a Private Cloud Managed by Microsoft Windows Azure Pack
and Cisco ACI

August 20, 2024

You can use a Citrix ADC appliance for load balancing in a private cloud that is managed through Mi-
crosoft Windows Azure Pack. The network for the private cloud is automated by using Cisco ACI and
Citrix ADC.

This solution involves many integration points, such as Windows Azure Pack (WAP) to Cisco APIC, Cisco
APIC to System Center Virtual Machine Manager (SCVMM), and Cisco APIC to Citrix ADC. As a tenant in
the private cloud, you can enable NAT, provision network services, and add a load balancer.

WAP supports tenant and administrator portals where an administrator can perform administrative
tasks such as ACI registration, VIP range, Citrix ADC device association with virtual machine cloud,
tenant user account creation, and so on. Tenants can log on to the WAP Tenant Portal and configure
the network, bridge domains, and Virtual Routing and Forwarding (VRFs), and make use of the Citrix
ADC load balancing and RNAT features.

Important

« In this solution, the Citrix ADC appliance provides only basic load balancing.

« Tenants can deploy multiple VIP addresses with different ports for the same network, but
must ensure that the IP and port combination is unique.

+ The Citrix ADC device package supports only single-context deployment. Each Tenant gets
a dedicated Citrix ADC instance.

« WAP supports Citrix ADC MPX appliances and Citrix ADC VPX virtual appliances, including
Citrix ADC VPX instances deployed on the Citrix ADC SDX platform.

The following illustration provides an overview of the solution:
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Prerequisites

Make sure that:

+ You have conceptual knowledge of Cisco ACl components and Citrix ADCs.

- Formoreinformation about Cisco ACl and its components, see the product documentation
at: http://www.cisco.com/c/en/us/support/cloud-systems-management/application-
policy-infrastructure-controller-apic/tsd-products-support-series-home.html.

- For more information about the Citrix ADCs, see the Citrix ADC product documentation at
http://docs.citrix.com/.

+ Allthe required components of Cisco ACI, including Cisco APIC in the datacenter, are set up and
configured. For more information about Cisco ACI and its components, see the product docu-
mentation at: http://www.cisco.com/c/en/us/support/cloud-systems-management/applicati
on-policy-infrastructure-controller-apic/tsd-products-support-series-home.html.

+ You know how to integrate Cisco ACI with Microsoft Windows Azure Pack. See the product doc-
umentation at: http://www.cisco.com/c/en/us/td/docs/switches/datacenter/aci/apic/sw/2-
x/virtualization/b_ACI_Virtualization_Guide_2_2_1.html.

+ You have conceptual knowledge of Microsoft Windows Azure Pack. See the product documen-

tation at: https://www.microsoft.com/en-in/cloud-platform/windows-azure-pack.

« You have installed Citrix ADC software release 11.1 or later.
+ You configure Citrix ADCs in Cisco ACI, so that they can be managed by using Cisco APIC.

« From Cisco APIC, make sure that:

Management connectivity of Cisco APIC to Citrix ADC are established.

You upload the Citrix ADC device package version 11.1-52.3 and register the Citrix ADC de-
vice in Cisco ACI by using Cisco APIC.

You configure the Citrix ADC appliance in Cisco APIC’s common tenant and make sure that
there are no faults in Cisco APIC.

You have configured all the APIC specific configurations such as, VLAN pool, L30utServicesDom,
L3ExtOUt, resource pool, and so on. For more information, see Cisco documentation.

Creating a Citrix ADC Load Balancer in a Plan in the Service

Management Portal (Admin Portal)

August 20, 2024

The Service Management Portal in WAP allows an administrator to register Cisco APIC with WAP and

also create a hosting plan. As part of the plan, you can specify the VIP range, associate the Citrix ADC

load balancer with the plan, create tenant user accounts, and so on.
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To create a Citrix ADC Load Balancer in a Plan in the Admin Portal:
1. Login to the Service Management Portal (Admin Portal).
2. In the Navigation pane, select PLANS.
3. In the plans pane, select the plan that you want to add a load balancer.
4. In the selected plan’s pane, select Networking (ACI).

5. On the Networking (ACI) pane, in the L4-L7 SERVICE POOL drop-down list, select the L4-L7
resource pool that you had created in Cisco APIC.

6. Create a tenant user account and associate the user with the plan you have created.

Configuring a Citrix ADC Load Balancer by Using the Service
Management Portal (Tenant Portal)

August 20, 2024

In WAP, once the Tenant creates the Bridge Domain (BD), VRF, and a Network, the Tenant can configure
Citrix ADC Load Balancer through the Service Management Portal (Tenant Portal).

To configure Citrix ADC Load Balancer in Service Management Portal (Tenant Portal)
1. Log on to the Service Management Portal (Tenant Portal).
2. Create a bridge domain and VREF, as follows:
a. In the navigation pane, select ACI.
b. Click NEW.
c. Inthe NEW pane, select BRIDGE DOMAIN.
d. In the BRIDGE DOMAIN field, enter the bridge domain name (for example, BDO1).

e. (Optional) In the SUBNET’S GATEWAY field, enter the subnet’s gateway (for example,
192.168.1.1/24).

f. In the VRF field, select a VRF that is already part of the subscription or select Create One to
create a VRF.

g. Click CREATE.
3. Create a network and associate it with the bridge domain that you created. Do the following:
a. In the navigation pane, select ACI.

b. Click NEW.
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¢. Inthe NEW pane, select NETWORK.
d. In the NETWORK NAME field, enter the network name (for example, S01).

e. In the BRIDGE DOMAIN drop-down list, select the bridge domain you have created. (for
example, BD01).

f. In the subnet’s GATEWAY field, enter the subnet’s gateway address (for example,
172.23.2.1/24).

g. (Optional) In the DNS SERVER IP/IPS field, enter the DNS server details.
h. Click CREATE.
4. In the ACl pane, select NETWORKS.

5. Double-click the network that you have created. Then, in the network pane, select Enable load
balancer (public). In the IP ADDRESS field, a VIP is automatically assigned from the VIP Range that
the administrator configured in the Admin Portal. For more information, see [Creating a Citrix ADC
Load Balancer to a Plan in Service Management Portal (Admin Portal)].

6. Double-click the network that you have created. Then, in the network pane, select Enable load
balancer (public). In the IP ADDRESS field, a VIP is automatically assigned from the VIP Range that
the administrator configured in the Admin Portal. For more information, see [Creating a Citrix ADC
Load Balancer to a Plan in Service Management Portal Admin Portal]

6. In the network pane, select the Load Balancers tab, and click ADD.
7. In the ADD NETWORK LOAD BALANCER pane, do the following:
a. In the NAME field, enter the name for the load balancer.

b. Optionally, in the VIRTUAL IP ADDRESS field, assign the load balancer a VIP address from the
VIP range that you defined earlier.

c. Optionally, in the PROTOCOL field, select TCP.
d. In the PORT field, enter the port number.

8. Click CREATE.
The Citrix ADC Load Balancer is displayed in the LOAD BALANCERS tab and the Citrix ADC Load
Balancer is data path ready.

Deleting a Citrix ADC Load Balancer from the Network

August 20, 2024

Using Service Management Portal (Tenant Portal), from the Network, you can delete the Citrix ADC
load balancer that you created.
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To delete a Citrix ADC load balancer from the Network:
1. Log on to the Service Management Portal (Tenant Portal).
2. In the navigation pane, select ACI.
3. In the ACI pane, on the NETWORKS tab, click the network that you created.
4. In the selected network’s pane, select the Citrix ADC load balancer and click DELETE.

5. Click OK to delete the Citrix ADC load balancer.

Deploy a Citrix ADC VPX instance

August 20, 2024
Note

Citrix ADM service connect is enabled by default, after you install or upgrade Citrix ADC or Citrix
Gateway to release 12.1 build 57.xx and above. For more information see, Data governance and
Citrix ADM Service Connect.

The Citrix ADC VPX product is a virtual appliance that can be hosted on a wide variety of virtualization
and cloud platforms:

« Citrix XenServer

« VMware ESX

+ Microsoft Hyper-V

« Linux KVM

+ Amazon Web Services
+ Microsoft Azure

+ Google Cloud Platform

For more information, see the Citrix ADC VPX data sheet.

For more information about provisioning a Citrix ADC VPX instance on an SDX appliance, see Provi-
sioning Citrix ADC instances.

For information about Citrix ADC VPX FIPS appliances, see Citrix ADC VPX FIPS appliance.
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Support matrix and usage guidelines

August 20, 2024

This document lists the different hypervisors and features supported on a Citrix ADC VPX instance. It

also describes their usage guidelines and limitations.

Table 1. VPX instance on Citrix Hypervisor

Citrix Hypervisor version

7.1

SysID

450000

Table 2. VPX instance on VMware ESXi server

VPX models

VPX 10, VPX 25, VPX 200, VPX
1000, VPX 3000, VPX 5000, VPX
8000, VPX 10G, VPX 15G, VPX
25G, VPX 40G

The following VPX models with 450010 (Sys ID) supports the VMware ESX versions listed in the table.

VPX models: VPX 10, VPX 25, VPX 200, VPX 1000, VPX 3000, VPX 5000, VPX 8000, VPX 10G, VPX 15G, VPX
25G, VPX 40G, and VPX 100G.

ESXi version

ESXi 7.0 update 3m

ESXi 7.0 update 3f

ESXi 7.0 update 3d

ESXi 7.0 update 2d

ESXi 7.0 update 2a

ESXi 6.7 P04

ESXi 6.7 P03

ESXi 6.5 GA

ESXi release date in
(YYYY/MM/DD) format

2023/05/03

2022/07/12

2022/03/29

2021/09/14

2021/04/29

2020/11/19

2020/08/20

2016/11/15

ESXi build number

21686933

20036589

19482537

18538813

17867351

17167734

16713306

4564106

Citrix ADC VPX version

12.1-65.x and higher
builds
12.1-65.x and higher
builds
12.1-65.x and higher
builds
12.1-63.x and higher
builds
12.1-62.x and higher
builds
12.1-55.x and higher
builds
12.1-55.x and higher
builds
12.1-55.x and higher
builds
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ESXi release date in

ESXi version (YYYY/MM/DD) format ESXi build number Citrix ADC VPX version
ESXi6.5Ulg 2018/3/20 7967591 12.1-55.x and higher
builds
Note:

Each ESXi patch support is validated on the Citrix ADC VPX version specified in the preceding
table and is applicable for all the higher builds of Citrix VPX 12.1 version.

Table 3. VPX on Microsoft Hyper-V

Hyper-V version SysID VPX models

2012,2012R2 450020 VPX 10, VPX 25, VPX 200, VPX
1000, VPX 3000

VPX instance on Nutanix AHV

NetScaler VPX is supported on Nutanix AHV through the Citrix Ready partnership. Citrix Ready is a
technology partner program that helps software and hardware vendors develop and integrate their
products with NetScaler technology for digital workspace, networking, and analytics.

For more information on a step-by-step method to deploy a NetScaler VPX instance on Nutanix AHV,
see Deploying a NetScaler VPX on Nutanix AHV.

Third-party support:

If you experience any issues with a particular third-party (Nutanix AHV) integration on a NetScaler
environment, open a support incident directly with the third-party partner (Nutanix).

If the partner determines that the issue appears to be with NetScaler, the partner can approach
NetScaler support for further assistance. A dedicated technical resource from partners works with
the NetScaler support until the issue is resolved.

For more information, see Citrix Ready Partner Program FAQs.

Table 4. VPX instance on generic KVM
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Generic KVM version

SysID

VPX models

RHEL 7.4, RHEL 7.5 (from Citrix
ADC version 12.1 50.x onwards)
Ubuntu 16.04

450070

VPX 10, VPX 25, VPX 200, VPX
1000, VPX 3000, VPX 5000, VPX
8000, VPX 10G, VPX 15G. VPX
25G, VPX 40G, VPX 100G

Note:

The VPX instance is qualified for hypervisor release versions mentioned in table 1-4, and not for

patch releases within a version. However, the VPX instance is expected to work seamlessly with

patch releases of a supported version. If it does not, log a support case for troubleshooting and

debugging.

Table 5. VPX instance on AWS

AWS version SysID VPX models

N/A 450040 VPX 10, VPX 200, VPX 1000, VPX
3000, VPX 5000, VPX 15G, VPX
BYOL

Table 6. VPX instance on Azure

Azure version SysID VPX models

N/A 450020 VPX 10, VPX 200, VPX 1000, VPX

3000, VPX BYOL

Table 7. VPX feature matrix
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VPX on VPX on VMware ESX VPX on VPX on generic KVM VPX VPX VPX
KenServer Microsoft on on on
Hyper-V AWS Arure | GCP
Features PV SR-10V | PV SR-0V | Emulated | PCI PV PV SR-10V | PCI
Passthrough Passthrough
Multi-PE Support | Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Clustering Yos Yes' Yos Yas? Yes Yos Yo Yos Yes! Yes Mo No Mo
Support
VLAN Tagging Yes Yes es Yes Yes Yes Yes (only on | Yes Yes Yes Mo No Mo
2012R2)

Detecting Link No® | Yes' No® | Yes® No® Yes® Mo No? Yes! Yes® Mot Mo No®
Events
Interface No No No No No Yes No [ No No Yes Mo Mo Mo
Parameter
Configuration
Static LA Yes® | Yes' Yes' | No Yes’ Yes® Yes’ Yes? Yes' Yes® Mo No Mo
LACP No Yes' Yes' | No Yes! Yes® No Yes! Yes! Yes® Mo No No
Static CLAG No Mo No No No Mo Mo No No Mo Mo Mo Mo
LACP CLAG No No Yes' | No Yes? Yes* No Yes® | Yes? Yes® Mo Na No
Hot-plug No No No No No Na No No No Mo Yes Mo No

Clustering support is available on SRIOV for client- and server-facing interfaces and not for the
backplane.

Interface DOWN events are not recorded in Citrix ADC VPX instances.
For Static LA, traffic might still be sent on the interface whose physical status is DOWN.

For LACP, peer device knows interface DOWN event based on LACP timeout mechanism.

- Short timeout: 3 seconds
- Longtimeout: 90 seconds

For LACP, interfaces should not be shared across VMs.

For Dynamic routing, convergence time depends on the Routing Protocol since link events are
not detected.

Monitored static Route functionality fails if monitors are not bound to static routes since Route
state depends on the VLAN status. The VLAN status depends on the link status.

Partial failure detection does not happen in high availability if there’s link failure. High
availability-split brain condition might happen if there is link failure.

When any link event (disable/enable, reset) is generated from a VPX instance, the physical status
of the link does not change. For static LA, any traffic initiated by the peer gets dropped on the
instance.

For the VLAN tagging feature to work, do the following:

On the VMware ESX, set the port group’s VLAN ID to 1-4095 on the vSwitch of the VMware ESX
server. For more information about setting a VLAN ID on the vSwitch of VMware ESX server, see
VMware ESX Server 3 802.1Q VLAN Solutions.
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Table 8. Supported browsers

Operating system Browser and versions

Windows 7 Internet Explorer- 8, 9, 10, and 11; Mozilla Firefox
3.6.25 and above; Google Chrome- 15 and above

Windows 64 bit Internet Explorer - 8, 9; Google Chrome - 15 and
above

MAC Mozilla Firefox - 12 and above; Safari - 5.1.3;

Google Chrome - 15 and above

Usage guidelines

Follow these usage guidelines:

« SeetheVMware ESXi CPU Considerations section inthe document Performance Best Practices
for VMware vSphere 6.5. Here’s an extract:

Itis not recommended that virtual machines with high CPU/Memory demand sit on a Host/Clus-
ter that is overcommitted.

In most environments ESXi allows significant levels of CPU overcommitment (that is, running
more

vCPUs on a host than the total number of physical processor cores in that host) without impact-
ing virtual

machine performance.

If an ESXi host becomes CPU saturated (that is, the virtual machines and other loads on the host
demand

all the CPU resources the host has), latency-sensitive workloads might not perform well. In this
case you

might want to reduce the CPU load, for example by powering off some virtual machines or mi-
grating them to a different host (or allowing DRS to migrate them automatically).

« Citrix recommends the latest hardware compatibility version to avail latest feature sets of the
ESXi hypervisor for the virtual machine. For more information about the hardware and ESXi
version compatibility, see VMware documentation.

+ The Citrix ADC VPX is a latency-sensitive, high-performance virtual appliance. To deliver its ex-
pected performance, the appliance requires vCPU reservation, memory reservation, vCPU pin-
ning on the host. Also, hyper threading must be disabled on the host. If the host does not meet
these requirements, issues such as high-availability failover, CPU spike within the VPX instance,
sluggishnessin accessing the VPX CLI, pitboss daemon crash, packet drops, and low throughput
occur.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 183


https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/techpaper/performance/Perf_Best_Practices_vSphere65.pdf
https://www.vmware.com/content/dam/digitalmarketing/vmware/en/pdf/techpaper/performance/Perf_Best_Practices_vSphere65.pdf
https://kb.vmware.com/s/article/1010675

Citrix ADC 12.1

+ A hypervisor is considered over-provisioned if one of the following two conditions is met:

- The total number of virtual cores (vVCPU) provisioned on the host is greater than the total
number of physical cores (pCPUs).

- The total number of provisioned VMs consume more vCPUs than the total number of pC-
PUs.

At times, if an instance is over-provisioned, the hypervisor might not be able to guarantee
the resources reserved (such as CPU, memory, and others) for the instance due to hypervi-
sor scheduling over-heads or bugs or limitations with the hypervisor. This can cause lack
of CPU resource for Citrix ADC and might lead to issues mentioned in the first point under
Usage guidelines. As administrators, you’re recommended to reduce the tenancy on the
host so that the total number of vCPUs provisioned on the host is lesser or equal to the
total number of pCPUs.

Example

For ESX hypervisor, if the %$RDY?% parameter of a VPX vCPU is greater than 0 in the esxtop
command output, the ESX host s said to be having scheduling overheads, which can cause
latency related issues for the VPX instance.

In such asituation, reduce the tenancy on the host so that %6RDY% returns to 0 always. Alter-
natively, contact the hypervisor vendor to triage the reason for not honoring the resource
reservation done.

+ Hot adding is supported only for PV and SRIOV interfaces on Citrix ADC.

+ Hotremovingeither through the AWS Web console or AWS CLI is not supported for PV and SRIOV
interfaces on Citrix ADC. The behavior of the instances can be unpredictable if hot-removal is
attempted.

» You can use two commands (set ns vpxparam and show ns vpxparam) to control
packet engine(non-management) CPU usage behavior of VPX instances in hypervised and
cloud environments:

- set ns vpxparam -cpuyield (YES | NO | DEFAULT)
Allow each VM to use CPU resources that have been allocated to another VM but are not
being used.

Set ns vpxparam parameters:
-cpuyield: Release or do not release of allocated but unused CPU resources.
* YES: Allow allocated but unused CPU resources to be used by another VM.

*» NO: Reserve all CPU resources for the VM to which they have been allocated. This
option shows higher percentage in hypervisor and cloud environments for VPX CPU
usage.
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* DEFAULT: No.
Note

On all the Citrix ADC VPX platforms, the vCPU usage on the host system is 100 percent.
Typethe set ns vpxparam —cpuyield YEScommand to override this usage.

If you want to set the cluster nodes to “yield”, you must perform the following additional
configurations on CCO:

* |If a cluster is formed, all the nodes come up with “yield=DEFAULT”.
* If a cluster is formed using the nodes that are already set to “yield=YES”, then the
nodes are added to cluster using “DEFAULTyield.

Note:

If you want to set the cluster nodes to “yield=YES”, you can perform suitable configu-
rations only after forming the cluster but not before the cluster is formed.

- show ns vpxparam
Display the current vpxparam settings.

Install a Citrix ADC VPX instance on a bare metal server

August 20, 2024

A bare metal is a fully dedicated physical server that delivers physical isolation, fully integrated into
the cloud environment. It is also known as a single-tenant server. Single tenancy allows you to avoid
the noisy neighbor effect. With bare metal, you do not witness the noisy neighbor effect because you
are the sole user.

A bare metal server installed with a hypervisor provides you a management suite to create virtual
machines on the server. The hypervisor does not run applications natively. Its purpose is to virtualize
your workloads into separate virtual machines to gain the flexibility and reliability of virtualization.

Prerequisites for installing Citrix ADC VPX instance on bare metal servers

A bare metal server must be obtained from a cloud vendor that meets all the system requirements for
the respective hypervisor.
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Install the Citrix ADC VPX instance on bare metal servers

To install Citrix ADC VPX instances on a bare metal server, you must first obtain a bare metal server
with adequate system resources from a cloud vendor. On that bare metal server, any of the supported
hypervisors such as Linux KVM, VMware ESX, Citrix Hypervisor, or Microsoft Hyper-V must be installed
and configured before deploying the ADC VPX instance.

For more information on the list of different hypervisors and features supported on a Citrix ADC VPX
instance, see Support matrix and usage guidelines.

For more information on installing Citrix ADC VPX instances on different hypervisors, see the respec-
tive documentation.

« Citrix Hypervisor: See Install a Citrix ADC VPX instance on Citrix Hypervisor.
« VMware ESX: See Install a Citrix ADC VPX instance on VMware ESX.
+ Microsoft Hyper-V: See Install a Citrix ADC VPX instance on Microsoft Hyper-V server.

+ Linux KVM platform: See Install a Citrix ADC VPX instance on Linux-KVM platform.

Install a Citrix ADC VPX instance on XenServer

August 20, 2024

To install VPX instances on Citrix XenServer, you must first install XenServer on a machine with ade-
quate system resources. To perform the Citrix ADC VPX instance installation, you use Citrix XenCenter,
which must be installed on a remote machine that can connect to the XenServer host through the
network.

For more information about XenServer, see XenServer documentation.

The following figure shows the bare-metal solution architecture of Citrix ADC VPX instance on
XenServer.

Figure. A Citrix ADC VPX instance on XenServer
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[ '

Hypervisor

Hardware

Prerequisites for installing a Citrix ADC VPX instance on XenServer

Before you begin installing a virtual appliance, do the following:

« Install XenServer version 6.0 or later on hardware that meets the minimum requirements.

« Install XenCenter on a management workstation that meets the minimum system requirements.

« Obtain virtual appliance license files. For more information about virtual appliance licenses,
see the Citrix ADC Licensing Guide.

XenServer hardware requirements

The following table describes the minimum hardware requirements for a XenServer platform running
a Citrix ADC VPX instance.

Table 1. Minimum system requirements for XenServer running a nCore VPX instance
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Component Requirement

CPU 2 or more 64-bit x86 CPUs with virtualization
assist (Intel-VT) enabled. AMD processor is not
supported. To run Citrix ADC VPX instance,
hardware support for virtualization must be
enabled on the XenServer host. Make sure that
the BIOS option for virtualization support is not
disabled. For more details, see BIOS

documentation.
RAM 3GB

Disk space Locally attached storage (PATA, SATA, SCSI) with
40 GB of disk space. Note: XenServer installation
creates a 4 GB partition for the XenServer host
control domain; the remaining space is available
for Citrix ADC VPX instance and other virtual

machines.
NIC One 1-Gbps NIC; recommended: two 1-Gbps

NICs

For information about installing XenServer, see the XenServer documentation at http://support.citrix
.com/product/xens/.

The following table lists the virtual computing resources that XenServer must provide for each nCore
VPX virtual appliance.

Table 2. Minimum virtual computing resources required for running a ncore VPX instance

Component Requirement
Memory 2GB

Virtual CPU (VCPU) 2

Virtual network interfaces 2

Note: For production use of
Citrix ADC VPX instance, Citrix recommends that CPU priority (in virtual machine properties) be

set to the highest level, in order to improve scheduling behavior and network latency.
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XenCenter system requirements

XenCenter is a Windows client application. It cannot run on the same machine as the XenServer host.

For more information about minimum system requirements and installing XenCenter, see the follow-

ing XenServer documents:

« System requirements
« Install

Install Citrix ADC VPX instances on XenServer by using XenCenter

After you have installed and configured XenServer and XenCenter, you can use XenCenter to install

virtual appliances on XenServer. The number of virtual appliances that you can install depends on

the amount of memory available on the hardware that is running XenServer.

To install Citrix ADC VPX instances on XenServer by using XenCenter, follow these steps:

1. Start XenCenter on your workstation.

2. Onthe Server menu, click Add.

3. Inthe Add New Server dialog box, in the Hostname text box, type the IP address or DNS name

of the XenServer that you want to connect to.

In the User Name and Password text boxes, type the administrator credentials, and then click
Connect. The XenServer name appears in the navigation pane with a green circle, which indi-
cates that the XenServer is connected.

In the navigation pane, click the name of the XenServer on which you want to install Citrix ADC
VPX instance.

6. On the VM menu, click Import.

7. In the Import dialog box, in Import file name, browse to the location at which you saved the

Citrix ADC VPX instance .xva image file. Make sure that the Exported VM option is selected, and
then click Next.

8. Select the XenServer on which you want to install the virtual appliance, and then click Next.

9. Select the local storage repository in which to store the virtual appliance, and then click Import

10.
11.

12.

to begin the import process.

You can add, modify, or delete virtual network interfaces as required. When finished, click Next.
Click Finish to complete the import process.

Note: To view the status of the import process, click the

Log tab.

If you want to install another virtual appliance, repeat steps 5 through 11.
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Note

After the initial configuration of the VPX instance, if you want to upgrade the appliance to the
latest software release, see Upgrading or Downgrading the System Software.

Configure VPX instances to use single root 1/0 virtualization (SR-10V)
network interfaces

August 20, 2024

After you have installed and configured a Citrix ADC VPX instance on Citrix Hypervisor, you can config-
ure the virtual appliance to use SR-IOV network interfaces.

Limitations

Citrix Hypervisor does not support the following features on SRIOV interfaces:

+ L2 mode switching

+ Clustering

« Admin partitioning [Shared VLAN mode]
+ High Availability [Active - Active mode]

+ Jumbo frames

+ IPv6 protocol in Cluster environment

Prerequisites

On the Citrix Hypervisor host, ensure that you:

« Add the Intel 82599 Network Interface Card (NIC) to the host.

+ Blacklisttheixgbevfdriver by adding the following entry to the /etc/modprobe.d/blacklist.conf
file:
blacklist ixgbevf

« Enable SR-IOV Virtual Functions (VFs) by adding the following entry to the [etc/mod-
probe.d/ixgbe file:
options ixgbe max_vfs=<number_of_V/Fs>
where <number_VFs> is the number of SR-IOV VFs that you want to create.

« Verify that SR-IOV is enabled in BIOS.
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Note:

IXGBE driver version 3.22.3 is recommended.

Assign SR-10V VFs to the VPX instance by using the Citrix Hypervisor host

To assign SR-I0V network interfaces to Citrix ADC VPX instance, follow these steps:

1. On the Citrix Hypervisor host, use the following command to assign the SR-I0V VFs to the Citrix ADC
VPX instance:

xe host-call-plugin plugin=iovirt host-uuid=<Xen host UUID> fn=assign_free_vf args:uuid=<Netscalar
VM UUID> args:ethdev=<interface name> args:mac=<mac addr>

Where:
« <Xen host UUID> is the UUID of the Citrix Hypervisor host.
« <Netscalar VM UUID> is the UUID of the Citrix ADC VPX instance.
« <interface name=> is the interface for the SR-IOV VFs.

« <mac addr >is the mac address of the SR-IOV VF.
Note

Specify the mac address that you want use in the args:mac= parameter, if not specified, the iovirt
script randomly generates and assigns a mac address. Also, if you want use the SR-IOV VFs in Link
Aggregation mode, make sure that you specify the mac address as 00:00:00:00:00:00.

2. Boot the Citrix ADC VPX instance.

Unassign SR-IOV VFs to the VPX instance by using the Citrix Hypervisor host

If you have assigned an incorrect SR-IOV VFs or if you want modify the a assigned SR-I0V VFs, you need
to unassign and reassign the SR-I0V VFs to the Citrix ADC VPX instance.

To unassign SR-I0V network interface assigned to a Citrix ADC VPX instance, follow these steps:

1. On the Citrix Hypervisor host, use the following command to assign the SR-I0V VFs to the Citrix ADC
VPX instance and reboot the Citrix ADC VPX instance:

xe host-call-plugin plugin=iovirt host-uuid=<Xen_host_UUID>fn=unassign_all args:uuid=<Netscalar_VM_UUID
Where:
« <Xen_host_UUID> - The UUID of the Citrix Hypervisor host.
« <Netscalar_VM_UUID> - The UUID of the Citrix ADC VPX instance

2. Boot the Citrix ADC VPX instance.
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Configure link aggregation on the SR-10V interface

To use the SR-I0V virtual functions in link aggregation mode, you need to disable spoof checking for
virtual functions that you have created. On the Citrix Hypervisor host, use the following command to
disable spoof checking:

ip link set <interface_name> vf <VF_id> spoofchk off

Where:

« <interface_name> is the interface name.
o <VF_id>is the virtual function ID.

After disabling spoof checking for all the virtual functions that you have created, restart the Citrix ADC
VPX instance and configure link aggregation. For instructions, see Configure link aggregation.

Important

While you are assigning the SR-I0V VFs to the Citrix ADC VPX instance, make sure that you specify
MAC address 00:00:00:00:00:00 for the VFs.

Configure VLAN on the SR-10V interface

You can configure VLAN on the SR-IOV Virtual Functions, for instructions, see Configuring a VLAN.
Important

Make sure that the Citrix Hypervisor host does not contain VLAN settings for the VF interface.

Install a Citrix ADC VPX instance on VMware ESX

October 1, 2024

Before installing Citrix ADC VPX instances on VMware ESX, make sure that VMware ESX Server is in-
stalled on a machine with adequate system resources. To install a Citrix ADC VPX instance on VMware
ESXi, you use the VMware vSphere client. The client or tool must be installed on a remote machine
that can connect to VMware ESX through the network.

This section includes the following topics:

« Prerequisites
« Installing a Citrix ADC VPX instance on VMware ESX
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Important

You cannot install standard VMware Tools or upgrade the VMware Tools version available on a

Citrix ADC VPX instance. VMware Tools for a Citrix ADC VPX instance are delivered as part of the

Citrix ADC software release.

Prerequisites

Before you begin installing a virtual appliance, do the following:

« Install VMware ESX on hardware that meets the minimum requirements.

« Install VMware Client on a management workstation that meets the minimum system require-

ments.

« Download the Citrix ADC VPX appliance setup files.

« Label the physical network ports of VMware ESX.

+ Obtain VPX license files. For more information about Citrix ADC VPX instance licenses, see Li-

censing overview.

VMware ESX hardware requirements

The following table describes the minimum system requirements for VMware ESX servers running Cit-

rix ADC VPX ncore virtual appliance.

Table 1. Minimum system requirements for a VMware ESX server running a Citrix ADC VPX instance

Component

RAM

Requirement

2 or more 64-bit x86 CPUs with virtualization
assist (Intel-VT) enabled. To run Citrix ADC VPX
instance, hardware support for virtualization
must be enabled on the VMware ESX host. Make
sure that the BIOS option for virtualization
support is not disabled. For more information,
see your BIOS documentation.

2 GB VPX. For critical deployments, we do not
recommend 2 GB RAM for VPX because the
system operates in a memory-constrained
environment. This might lead to scale,
performance, or stability related issues.
Recommended is 4 GB RAM or 8 GB RAM.
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Component Requirement

Disk space 20 GB more than the minimum server
requirements from VMware for setting up ESXi.
See VMware documentation for minimum server
requirements.

Network One 1-Gbps NIC. Two 1-Gbps NICs recommended

For information about installing VMware ESX, see VMware documentation.

To enable SR-I0V or PCI passthrough support, ensure that the following processors are supported:

« Intel processors support Intel-VT.
+ 1/0 Memory Management Unit (IOMMU) or SR-IOV is enabled in BIOS.

The following table lists the virtual computing resources that the VMware ESX server must provide for
each VPX ncore virtual appliance.

Table 2. Minimum virtual computing resources required for running a Citrix ADC VPX instance

Component Requirement
Memory 2GB
Virtual CPU (vCPU) 2

Virtual network interfaces ) ) .
1. With ESX, you can install a maximum of 10

virtual network interfaces if the VPX
hardware is upgraded version to 7 or
higher.

Disk space 20GB

This is in addition to any disk requirements for the hypervisor.

For production use of VPX virtual appliance, the full memory allocation must be reserved. CPU cycles
(in MHz) equal to at least the speed of one CPU core of the ESX must be reserved.

VMware vSphere client system requirements

VMware vSphere is a client application that can run on Windows and Linux operating systems. It can-
not run on the same machine as the VMware ESX server. The following table describes the minimum
system requirements.
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Table 3. Minimum system requirements for VMware vSphere client installation

Component Requirement

Operating system For detailed requirements from VMware, search
for the “vSphere Compatibility Matrixes”PDF file
at http://kb.vmware.com/.

CPU 750 MHz; 1 gigahertz (GHz) or faster
recommended

RAM 1 GB. 2 GB recommended

Network Interface Card (NIC) 100 Mbps or faster NIC

OVF Tool 1.0 system requirements

OVF Tool is a client application that can run on Windows and Linux systems. It cannot run on the
same machine as the VMware ESX server. The following table describes the minimum system require-
ments.

Table 4. Minimum system requirements for OVF tool installation

Component Requirement

Operating system For detailed requirements from VMware, search
for the “OVF Tool User Guide”PDF file
at http://kb.vmware.com/.

CPU 750 MHz minimum, 1 GHz or faster
recommended

RAM 1 GB Minimum, 2 GB recommended

Network Interface Card (NIC) 100 Mbps or faster NIC

For details on installing OVF, search for the “OVF Tool User’s Guide”PDF available at VMware docu-
mentation.

Downloading the Citrix ADC VPX setup files

The Citrix ADC VPX instance setup package for VMware ESX follows the Open Virtual Machine (OVF)
format standard. You can download the files from the Citrix website. You need a Citrix account to log
on. If you do not have a Citrix account, access the home page at http://www.citrix.com, click the New
Users link, and follow the instructions to create a new Citrix account.
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Once logged on, navigate the following path from the Citrix home page:
Citrix.com > Downloads > Citrix ADC > Virtual Appliances.

Copy the following files to a workstation on the same network as the ESX server. Copy all three files
into the same folder.

+ NSVPX-ESX-<release number>-<build number=>-diskl.vmdk (for example, NSVPX-ESX-9.3-39.8-
diskl.vmdk)

« NSVPX-ESX-<release number>-<build number>.ovf (for example, NSVPX-ESX-9.3-39.8.0ovf)

« NSVPX-ESX-<release number>-<build number>.mf (for example, NSVPX-ESX-9.3-39.8.mf)

Label the physical network ports of VMware ESX

Before installing a VPX virtual appliance, label of all the interfaces that you plan to assign to virtual ap-
pliances, ina unique format, for example, NS_NIC_1_1,NS_NIC_1_2,and soon. In large deployments,
labeling in a unique format helps in quickly identifying the interfaces that are allocated to the VPX vir-
tual appliance among other interfaces used by other virtual machines, such as Windows and Linux.
Such labeling is especially important when different types of virtual machines share interfaces.

To label the physical network ports of VMware ESX server, follow these steps:

Log on to the VMware ESX server by using the vSphere client.

On the vSphere client, select the Configuration tab, and then click Networking.

At the top-right corner, click Add Networking.

In the Add Network Wizard, for Connection Type, select Virtual Machine, and then click Next.
Scroll through the list of vSwitch physical adapters, and choose the physical port that maps to

o w e

interface 1/1 on the virtual appliances.

6. Enter the label of the interface, for example, NS_NIC_1_1 as the name of the vSwitch that is
associated with interface 1/1 of the virtual appliances.

7. Click Next to finish the vSwitch creation. Repeat the procedure, beginning with step 2, to add
any additionalinterfaces to be used by your virtual appliances. Label the interfaces sequentially,
in the correct format (for example, NS_NIC_1_2).

Install a Citrix ADC VPX instance on VMware ESX

After you have installed and configured VMware ESX, you can use the VMware vSphere client to install
virtual appliances on the VMware ESX server. The number of virtual appliances that you can install
depends on the amount of memory available on the hardware that is running VMware ESX.

To install Citrix ADC VPX instances on VMware ESX by using VMware vSphere Client, follow these
steps:
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1. Start the VMware vSphere client on your workstation.

2. Inthe IP address [ Name text box, type the IP address of the VMware ESX server that you want
to connect to.

3. Inthe User Name and Password text boxes, type the administrator credentials, and then click
Login.

4. On the File menu, click Deploy OVF Template.

5. In the Deploy OVF Template dialog box, in Deploy from file, browse to the location at which
you saved the Citrix ADC VPX instance setup files, select the .ovf file, and click Next.

6. Map the networks shown in the virtual appliance OVF template to the networks that you con-
figured on the ESX host. Click Next to start installing a virtual appliance on VMware ESX. When
installation is complete, a pop-up window informs you of the successful installation.

7. You are now ready to start the Citrix ADC VPX instance. In the navigation pane, select the Citrix
ADC VPX instance that you have installed and, from the right-click menu, select Power On.

8. After the VM is booted, from the console, configure the Citrix ADC IP, Netmask, and Gateway ad-
dresses. When you complete the configuration, select the Save and Quit option in the console.

9. If you want to install another virtual appliance, repeat through step 6.

Note

By default, the Citrix ADC VPX instance uses E1000 network interfaces.

After the installation, you can use vSphere client or vSphere Web Client to manage virtual appliances
on VMware ESX.

For the VLAN tagging feature to work, on the VMware ESX, set the port group’s VLAN ID to 1-4095
on the vSwitch of VMware ESX server.

Migrate a Citrix ADC VPX instance by using VMware vMotion

You can migrate a Citrix ADC VPX instance by using VMware vSphere vMotion.

Follow these usage guidelines:

+ VMware does not support the vMotion feature on virtual machines configured with PCI
Passthrough and SR-IOV interfaces.

» Supported interfaces are E1000 and VMXNET3. To use vMotion on your VPX instance, ensure
that the instance is configured with a supported interface.

« For more information about how to migrate an instance by using VMware vMotion, see VMware
documentation.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 197



Citrix ADC 12.1

Configure a Citrix ADC VPX instance to use VMXNET3 network interface

August 20, 2024

After you have installed and configured the Citrix ADC VPX instance on the VMware ESX, you can use the
VMware vSphere web client to configure the virtual appliance to use VMXNET3 network interfaces.

To configure Citrix ADC VPX instances to use VMXNET3 network interfaces by using the VMware vSphere
Web Client:

1. In the vSphere Web Client, select Hosts and Clusters.
2. Upgrade the Compatibility setting of the Citrix ADC VPX instance to ESX, as follows:
a. Power off the Citrix ADC VPX instance.
b. Right-click the Citrix ADC VPX instance and select Compatibility > Upgrade VM Compatibility.

c. In the Configure VM Compatibility dialog box, select ESXi 5.5 and later from the Compatible
with drop-down list and click OK.

3. Right-click on the Citrix ADC VPX instance and click Edit Settings.
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(1 NSVPX-ESX-DEMO - Edit Settings 2 0
[ ‘ﬂrk.laIHardware WM Opticns | SDRS Rules | vApp Cplicns ]
» | cPu 2 || @
¢ R Memory 2048 ~| | MB |v]
b (2 Hard disk 1 20 e |+
2 203 controller @ L3I Logic Parallel
2 Metwork adapter 1 i WM Metwork | ;! ¥ Connect...
3 Metwork adapter 2 | 112 | v-| ¥ Connect...
v [ Video card | Specify custom settings | v]
koo VMC] device
¢ Other Devices
¢ Upgrade [] schedule YM Compatibility Upgrade...
. .
Mew device: | —— Zelect - Add
Compatibility: ESXi 5.5 and later (VM version 10} 0K Cancel
4. In the <virtual_appliance> - Edit Settings dialog box, click the CPU section.
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(51 NSVPX-ESX-DEMO - Edit Settings (2)

[ ‘ufirt:._l_a! H_a{d_m_ra!'e- W Options

SDRE Rules | vApp Qpticns ]

~ [ *cpu
Cores per Socket
CPLU Hot Plug
Reservation
Limit
Shares
CPUID Mazk
Hardware virtualization

FPerformance counters

Scheduling Affinity

£ B 2
[ 1 | +| Sockets: 4
0 -| [MHz |~
Unlimited ,| | MHz |,i
| Normal |~] [4000 |+
| Expose the NX/XD flag to guest | x| Advanced..
[ ] Expose hardware assisted virtualization to the quest OS i ]

[ | Enable vitualized CPU performance counters
Hyperthreading Status;  Active
Available CRUs: 24 (logical CPLs}

Select logical processor affinity for this viual machine.

se - for ranges and ' to separate values. For example, "0, 2, 4-
7 would indicate processors 0, 2,4, 5, 6and 7.

Clear the string to remove affinity settings.

CPUMMU | Automatic | - |
Wirtualization
ES¥i can automatically determine if a virtual machine should use -
Mew device: i SPPPRPPT T PR v| L
Compatibility: ESXi 5.5 and later (VM version 10} 0K | Cancel

5. In the CPU section, update the following:

- Number of CPUs

- Number of Sockets
- Reservations

- Limit

- Shares

Set the values as follows:

a. Inthe CPU drop-down list, select the number of CPUs to assign to the virtual appliance.
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b. In the Cores per Socket drop-down list, select the number of sockets.

c. (Optional) In the CPU Hot Plug field, select or unselect the Enable CPU Hot Add checkbox.

Note: Citrix recommends accepting the default (disabled).

d. In the Reservation drop-down list, select the number that is shown as the maximum value.

(31 NSVPX-ESX-DEMO - Edit Settings 2 »

| Virtual Hardware | VM Opticns

SDRS Rules | vApp Options |

~ [ *cpu
Cores per Socket
CPLU Hot Plug
Reservation
Limit
Shares
CPUID Mazk
Hardware virtualization

FPerformance counters

Scheduling Affinity

4 B

| 1 |,| Sockets: 4
0 |+| [mHz |+
Current value: 0 MHz | mi
Minirmum: 0 MHz 00 :
Maximum: 4396 MHZ jyjest |T| Advar

[l Expose hardware assisted virtualization to the
[ | Enable vitualized CPU performance counters
Hyperthreading Status;  Active
Available CRUs: 24 (logical CPLs}

Mew device: |
F]

b

Select —— v | d |
k

Compatibility: ES%1 5.5 and Iater (VM version 10} 0K Cancel :

e. In the Limit drop-down list, select the number that is shown as the maximum value.
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Hardware virtualization
FPerformance counters

Scheduling Affinity

Maximum:  Unlimited JERRNGE eyl eR a1l

1 NSVPX-ESX-DEMQ - Edit Settings "‘3 13
[ ‘pfirt:._l_a! H_a_rd_ﬁ_ra!'e- WM Opticns | SDRS Rules | vApp Cplicns ]
~ [ *cpPu |4 I~ @
Cores per Socket | 1 | - | Sockets: 4
CPLU Hot Plug = Hot A
Reservation (*) 8306 - | | MHz | - |
Limit Unlimited | [Hz |+
Shares Currentvalue: Unlimited 4000 |
CPUID Mask Minirmum: 8396 MHz gyest | = | Advar

[] Enable vitualized CPU performance counters|

Hyperthreading Status;  Active

b

Available CRUs: 24 (logical CPLs}

New device: [ = —SElea=—— | x |
; L5t 2k -
Compatibility: ES%1 5.5 and Iater (VM version 10} 0K Cancel :

f. In the Shares drop-down lists, select Custom and the number that is shown as the maximum

value.
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P =

(31 NSVPX-ESX-DEMO - Edit Settings (7) W

[ Virtual Hardware | VM Opticns | SDRS Rules | vApp Opticns ]

~ [ *CPU | 4 | @
Cores per Socket | 1 |1r | Sockets: 4
CPU Hot Plug Enable CF
Reservation (*) |_9_39'3 - | | MHz | - |
Limit | Unlimited | [Hz |+
Shares (%) | Custom | - | | 4000 v |
CPUID Mask | Expose the NX/XD il Minimum 0 Advan

Hardware virualization  [_| Expose hardware| Maximum 10000... n to the

FPerformance counters [ ] Enable vitualized CPU performance counters

Scheduling Affinity Hyperthreading Status:  Active
Available CRUs: 24 (logical CPLs}

Select logical processor affinity for this virtual mac

Lo VN i i s it il W et w e e A e i

New device: | Selec—— |~
4 5 k

Compatibility: ES%1 5.5 and later (VM version 10} Ok Cancel

b A

6. In the Memory section, update the following:
- Size of RAM
- Reservations
- Limit
- Shares
Set the values as follows:

a. In the RAM drop-down list, select the size of the RAM. It should be number of vCPUs x 2 GB. For
example, if the number of vCPUs is 4, the RAM should be 4 x 2 GB = 8 GB.

Note: For an Advanced or Premium edition of the Citrix ADC VPX appliance, make sure that you allo-
cate 4 GB of RAM to each vCPU. For example, if the number of vCPU is 4 then RAM =4 x 4 GB = 16
GB.
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e

(31 NSVPX-ESX-DEMO - Edit Settings (7) W

[ Virtual Hard'w_rare- WM Opticns | 2DR2 Rules | vApp Opticns i

» [ *cPu | 4 I~ @

- Wl *Memory
) ES )
Reservation | 0 - | [ me |,|

[ ]| Reserve all guest memary (Al locked)

Limit | Unlimited - | | MB |~ |

Shares | Normal i-| §3960 |

Memory Hot Plug “nable

b (2 Hard disk 1 20 Zlee |+
b SCEl controller 0 L=l Logic Parallel N
k Metwork adapter 1 | WM Metwark | - | M co
» [ Network adapter 2 | 142 | v'| M co
New device: | T [ v q
] T ¥
Compatibility: ESXi 5.5 and later (VM version 10} oK Cancel

b

b. In the Reservation drop-down list, enter the value for the memory reservation, and select the Re-
serve all guest memory (All locked) checkbox. The memory reservation should be the number of vC-
PUs x 2 GB. For example, if the number of vCPUs is 4, the memory reservation should be 4 x 2 GB =8
GB.

Note: For an Advanced or Premium edition of the Citrix ADC VPX appliance, make sure that you allo-
cate 4 GB of RAM to each vCPU. For example, if the number of vCPU is 4 then RAM =4 x 4 GB = 16
GB.
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G NSVPX-ESX-DEMO - Edit Settings (?)

SDRE Rules | vApp Qpticns ]

» [ *CPU
- il *Memory
RAM (%}

Reservation (*)

Limit

Shares

Memuory Hot Plug
v OB Hard disk 1
» B, SCSI controller 0
3 Metwork adapter 1
3 Metwork adapter 2

New devics: |
Fl

( Vil Hardware | VM Opions

: |~ @

g102 ~| [ mB |T|

o

- e -

|E| Resene all guest memaory (Al locked}

Unlimited SRRl |v |

|_ Mormal |-| 81920 |~

20 = [

L=l Logic Parallel

| VM Network |»| M co
[ 112 || Mco

Compatibility: ESXi 5.5 and later (VW version 10}

SRl | v.| Add

CH Cancel

b

c. In the Limit drop-down list, select the number that is shown as the maximum value.
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(%1 NSVPX-ESX-DEMO - Edit Seftings (2) M
[ Virtual Hardware | VI Opticns | SDRS Rules | vApp Options ] [
» I *CPU 4 I~ @
- il *Memory
RAM (%) 5192 »|[mB ||
Reservation {*) 8192 ~|[mB |~
[ | Reserve all guest memory (All locked)
Lirnit Unlimited ~| w8 |+
Shares | Normal |v | b |
Memory Hot Plug Enable
b (24 Hard disk 1 20 E(es -]
b E;;l, SCEl controller 0 L=l Logic Parallel
b Metwork adapter 1 | W Metwark | - | ¥ co
» [ Metwork adapter 2 | 12 | v.| ¥ co
New devics: | - Select — [~] | Add
4 L4
], Cancel

Compatibility: ESXi 5.5 and later (VW version 10}

b

d.
value.

In the Shares drop-down lists, select Custom and the number that is shown as the maximum

206
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G NSVPX-ESX-DEMO - Edit Settings (?)

[ ‘fir_t;._l__a:!_rjﬁrgy_‘.__ra_re-_ WM Opticns | SDRS Rules | vApp Cplicns ]

s [ *cpPu 4 I~ @

- Wl *Memory
RAM (*) 8192 »| M8 ||
Reservation {*) 8192 - [mB |~

|:| Resene all guest memaory (Al locked}

Limit Unlimited v| | MB |v|
Shares (*) | Custom EER
Memory Hot Plug Enable Minimum 1
b O Hard disk 1 .‘_20 - Maximum 10000...
b E;;l, SCEl controller 0 L=l Logic Parallel
b Metwork adapter 1 | W Metwark | - | ¥ co
» [ Network adapter 2 | 142 | v'| M co
New device: [ —— Select — - i
A & b
Compatibilit. ESXi 5.5 and later (VM version 10) ok M cadice

b

7. Add a VMXNET3 network interface. From the New device drop-down list, select Network and
click Add.
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i1 NSVPX-DEMO - Edi Settings o
Virual Hardware | VM Cptions | SDRS Rules | wApp Opticns |
v | *cPu | 4 ~| @
- Anne I

» B “Shomoxy 23 MNew Hard Disk =) (M8 |~

v o Hard disk 1 {33 Existing Hard Disk i| | 6B -

» B, scsicontroliero 54 ROM Disk

F Metwork adapter 1 - | ¥ connect
™ MNetwork

v [l Network adapter 2 «| ¥ Cconnect

» [Hl video card @) CDI/DVD Drive fings |=

v £k VMCI device [ Floppy Drive

v Other Devices
i Serial Port

¢ Upgrade mpatibility Uparade....

Parallel Pont
@ HostUsSE Device
B USE Controller

«| M Conned

¢ [l New Network

SCSI Device
B Pl Device

SCEI Controller
SATA Controllar

New device: | @l Network |=|| Add

Compatibility: ESX| 5.5 and later (VM version 10) ok M caice

|

8. In the New Network section, from the drop-down list, select the network interface, and do the
following:

a. In the Adapter Type drop-down list, select VMXNET3.
Important

The default E1000 network interface and VMXNET3 cannot coexist, make sure that you remove
the E1000 network interface and use VMXNET3 (0/1) as the management interface.
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41 NSVPX-ESX - Edit Settings TL
I Virtual Hardware__ WM Options | SDRS Rules | vApp Options |
» [ cPU [4 |~ @
+ B Memory ‘ 8192 |v| | MB |v|
» (& Hard disk 1 20 (e |+
» &, SCSl controller 0 LSl Logic Parallel
v [ Network adapter 1 | Wh Netwaork | = | ¥ Connect...
v [H video card | Specify custom setlings | -|
b 2 VMCI device
v Other Devices
~ [ New Hetwork | 112 [~
Status [ Connect At Power On
Adapter Type | VMXMET 3 Bl
DirectPath /0 E1000
MAC Address SR 10V fassiraut | Automatic |+ |
Mew device: Metwork | - | Add
Compatibility: ESXi 6.0 and later (VM version 11) 0K Cancel
9. Click OK.

10. Power on the Citrix ADC VPX instance.

11. Once the Citrix ADC VPX instance powers on, you can use the following command to verify the
configuration:

> show {interface summary

The output should show all the interfaces that you configured:

> show 1interface summary

Interface MTU MAC Suffix
1 0/1 1500 00:0c:29:89:1d:0e NetScaler Vir...rface,
VMXNET3
2 1/1 9000 00:0c:29:89:1d:18 NetScaler Vir...rface,
VMXNET3
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3 1/2 9000 00:0c:29:89:1d:22 NetScaler Vir...rface,
VMXNET3
4 LO/1 9000 00:0c:29:89:1d:0e Netscaler Loopback
interface
Note

After you add a VMXNET3 interface and restart the Citrix ADC VPX appliance, the VMWare ESX hy-
pervisor might change the order in which the NIC is presented to the VPX appliance. So, network
adapter 1 might not always remain 0/1, resulting in loss of management connectivity to the VPX
appliance. To avoid thisissue, change the virtual network of the network adapter accordingly.

This is a VMWare ESX hypervisor limitation.

Configure a Citrix ADC VPX instance to use SR-IOV network interface

August 20, 2024

After you have installed and configured the Citrix ADC VPX instance on VMware ESX, you can use the
VMware vSphere web client to configure the virtual appliance to use single root I/O v irtualization (SR-
I0V) network interfaces.

Limitations

A Citrix ADC VPX configured with SR-IOV network interface has the following limitations:

+ The following features are not supported on SR-IOV interfaces using Intel 82599 10G NIC on ESX
VPX:

L2 mode switching

Static Link Aggregation and LACP
Clustering

Admin partitioning [Shared VLAN mode]
High Availability [Active - Active mode]

Jumbo frames
- IPv6

+ The following features are not supported for on SR-I0V interface with an Intel 82599 10G NIC on
KVM VPX:

- Static Link Aggregation and LACP
- L2 mode switching
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Clustering
Admin partitioning [Shared VLAN mode]
High Availability [Active —Active mode]

Jumbo frames

IPv6

VLAN configuration on Hypervisor for SR-IOV VF interface through “ip link”’command is not
supported

Prerequisite

Make sure that you:

-Add the Intel 82599 Network Interface Card (NIC) to the ESX Host. IXGBE driverversion 3.7.13.7.14iov is
recommended.

- Enable SR-IOV on the host physical adapter, as follows:

1. In the vSphere Web Client, navigate to the Host.

2. On the Manage > Networking tab, select Physical adapters. The SR-IOV Status field shows
whether a physical adapter supports SR-10V.

vmware" vSphere Web Client  #= U | Administrator@VSPHERELOCAL ~
| Havigator K| ﬁ 10.102.38.201  Actions = ="
| <4 Home 'l Gefting Started  Summary  Monitor | Manage | Related Objects
(o |8 8| —
. v§10.102.38.250 | Settings | Netwﬁrlungl Storage | Alarm Definitions | Tags | Permmissions _
- [lgVPX :
» B1ot0z100108 Plnpsicaysvapiors

[ B 10.102.38.201 Virtual switches

» [ 10.217.195.20 ‘ VMkernel adapters 2els ek ) — =
, @10.21?.195.22@:: g s {rbserved [P ranges Wake on LAN Support... E\H.-IO‘\!‘ Status
| Mo networks Mo Dizabled
TCPIIP configuration Mo netwaorks Mo Disabled
Advanced Mo netwarks Mo Enabled
No networks Mo Disabled
Mo networks Mo Disabled
Mo netwarks Mo Disabled -
4 H [

3. Select the physical adapter, and then click the pencil icon to open the Edit Settings dialog box.
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vmware: vSphere Web Client #= QU | Administrator@VSPHERE L OCAL ~
Navigator | } [@ 10102.38.201 | Actions ~ =
o ¥ ——
.4 Home 'l Gefting Started  Summary  Monitor | Manage | Related Objects
(o | @8 _a|] i .
«{3110.102.38 250 | Setlings ‘ Networking | Storage ‘ Alarm Definitions | Tags | Permissions
« [l VPX )
» @10.102100.108 % Fhigsiatadapiers

> R 10.102.38.201 M Virtual switches 0 @ By~ (Q Filter =y

I b [3 10.217.195.204 VMkernel adapters o oot e e
i 4 @10.21?.195.22@ ;nemrorks Mo Disabled
| TCRIP configuration Mo networks Mo Disabled
Advanced Mo networks Mo Enabled
Mo networks Mo Dizabled
‘ Mo networks Mo Dizabled

Mo networks Mo Disabled I

Physical network adapter: vimnich

| All | Properties CDP LLDP

Adapter Intel Corporation 82599 _'-:
10 Gigabit Dual Port
Metwork Connection

Mame ymnics

4. Under SR-10V, select Enabled from the Status drop-down list.

MG RO Setth s

(-]

Configured speed, Duplex: ' Auto negotiate | b ]

SR-IOV

SR-10V s a technology that allows multiple virtual machines
to usethe same PCl device as avirtual pass-through device.

Status: | Enabled v

Enabled

Mumber of virtual functions:
Disahled

==

& (Changes will not take effect until the system is restarted.

| ok || cancel |

5. In the Number of virtual functions field, enter the number of virtual functions that you want to
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configure for the adapter.

vmnics - Edit Settings (?

Configured speed, Duplex: |-EJTD negotiate b i

SR-IOV

SR-10V iz atechnology that allows multiple virtual machines
to use the same PCI device as avirtual pass-through device.

Status: | Enabled | = |

Mumber of virtual functions: 1 :—I

& Changes will not take effect until the system is restarted.

| ok || cancel |

6. Click OK.
7. Restart the host.

- Create a Distributed Virtual Switch (DVS) and Portgroups. For instructions, see the VMware Documen-
tation.

Note

Citrix has qualified the SR-I0V configuration on DVS and Portgroups only.

To configure Citrix ADC VPX instances to use SR-IOV network interface by using VMware vSphere
Web Client:

1. In the vSphere Web Client, select Hosts and Clusters.
2. Upgrade the Compatibility setting of the Citrix ADC VPX instance to ESX 5.5 or later, as follows:
a. Power off the Citrix ADC VPX instance.

b. Right-click the Citrix ADC VPX instance and select Compatibility > Upgrade VM Compatibil-
ity.

c. Inthe Configure VM Compatibility dialog box, select ESXi 5.5 and later from the Compatible
with drop-down list and click OK.
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| Configure VM Compatibility (20
Select a compatibility for virtual machine upgrade.
Compatible with: | ESXi 5.5 and later | - ] i ]
This virtual machine uses hardware version 10, which is also
compatible with ESXi 6.0,
OK || Cancel

3. Right-click on the Citrix ADC VPX instance and click Edit Settings.
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(1 NSVPX-ESX-DEMO - Edit Settings 2 0
[ ‘p_fir_tg._l__a:! Hardware- WM Opticns | SDRS Rules | vApp Cplicns ]
» | cPu 2 || @
¢ R Memory 2048 ~| | MB | - |
b (2 Hard disk 1 20 e |+
2 203 controller @ L3I Logic Parallel
2 Metwork adapter 1 i WM Metwork | ;! ¥ Connect...
3 Metwork adapter 2 | 112 | v.| ¥ Connect...
v [ Video card | Specify custom settings | i i
koo VMC] device
¢ Other Devices
¢ Upgrade [] schedule YM Compatibility Upgrade...
. i
Mew device: | —— Select -—— - & el
Compatibility: ESXi 5.5 and later (VM version 10} 0K Cancel
4. In the <virtual_appliance> - Edit Settings dialog box, click the CPU section.
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1 NSVPX-ESX-DEMQ - Edit Settings 7‘ 13
[ ‘ufirtua! Ha{dwa_re- WM Opticns | SDRS Rules | vApp Cplicns ]
+ [ *CPU | 4 I~ @ =
Cores per Socket | 1 |v | Sockets: 4
CPU Haot Plug y )
Reservation | 0 - | | MHz |v|
Lirmit | Unlimited - | | MHz |'vi
Shares | Normal |v| 000 |«
CPUID Mask | Expose the NX/XD flag to guest | - | Advanced...
Hardware virtualization [ | Expose hardware assisted virtualization to the guest 03 i
FPerformance counters [ ] Enable vitualized CPU performance counters
Scheduling Affinity Hyperthreading Status:  Active
Available CRUs: 24 (logical CPLs}
Select logical processor affinity for this viual machine.
se - for ranges and ' to separate values. For example, "0, 2, 4-
7 would indicate processors 0, 2,4, 5, 6and 7.
Clear the string to remove affinity settings.
CPUIMMU | Automatic B
Wirtualization
ES¥i can automatically determine if a virtual machine should use -
Mew device: i R T T PR v| L ebi]
Compatibility: ESXi 5.5 and later (VM version 10} 0K | Cancel

5. In the CPU section, update the following settings:

- Number of CPUs

- Number of Sockets
- Reservations

- Limit

- Shares

Set the values as follows:

a. In the CPU drop-down list, select the number of CPUs to assign to the virtual appliance.
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b. In the Cores per Socket drop-down list, select the number of sockets.

c. (Optional) In the CPU Hot Plug field, select or clear the Enable CPU Hot Add check box.

Note: Citrix recommends accepting the default (disabled).

d. In the Reservation drop-down list, select the number that is shown as the maximum value.

(31 NSVPX-ESX-DEMO - Edit Settings 2 »

! Virtual Hardware | VI Opticns

SDRS Rules | vApp Options |

~ [ *cpu
Cores per Socket
CPLU Hot Plug
Reservation
Limit
Shares
CPUID Mazk
Hardware virtualization

FPerformance counters

Scheduling Affinity

4 B

| 1 |,| Sockets: 4

E |+| [mHz |+
Current value: 0 MHz | mi
Minirmum: 0 MHz 00 :
Maximum: 4396 MHZ jyjest |,,r | Advar

[l Expose hardware assisted virtualization to the
[_| Enable vitualized CPU performance counters
Hyperthreading Status;  Active
Available CRUs: 24 (logical CPLs}

Mew device: |
F]

Select —— v

Compatibility: ES%1 5.5 and Iater (VM version 10} 0K Cancel

e. In the Limit drop-down list, select the number that is shown as the maximum value.
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Hardware virtualization
FPerformance counters

Scheduling Affinity

Maximum:  Unlimited JERRNGE eyl eR a1l

1 NSVPX-ESX-DEMQ - Edit Settings "‘3 13
[ ‘pfirt:._l_a! H_a_rd_ﬁ_ra!'e- WM Opticns | SDRS Rules | vApp Cplicns ]
~ [ *cpPu |4 I~ @
Cores per Socket | 1 | - | Sockets: 4
CPLU Hot Plug = Hot A
Reservation (*) 8306 - | | MHz | - |
Limit Unlimited | [Hz |+
Shares Currentvalue: Unlimited 4000 |
CPUID Mask Minirmum: 8396 MHz gyest | = | Advar

[] Enable vitualized CPU performance counters|

Hyperthreading Status;  Active

Available CRUs: 24 (logical CPLs}

New device: [ = —SElea=—— | x |
; L5t 2k -
Compatibility: ES%1 5.5 and Iater (VM version 10} 0K Cancel :

f. In the Shares drop-down lists, select Custom and the number that is shown as the maximum

value.

© 1999-2024 Cloud Software Group, Inc. All rights reserved.

218



Citrix ADC 12.1

P =

(31 NSVPX-ESX-DEMO - Edit Settings (7) W

[ Virtual Hardware | VM Opticns | SDRS Rules | vApp Opticns ]

~ [ *CPU | 4 | @
Cores per Socket | 1 |1r | Sockets: 4
CPU Hot Plug Enable CF
Reservation (*) |_9_39'3 - | | MHz | - |
Limit | Unlimited | [Hz |+
Shares (%) | Custom | - | | 4000 v |
CPUID Mask | Expose the NX/XD il Minimum 0 Advan

Hardware virualization  [_| Expose hardware| Maximum 10000... n to the

FPerformance counters [ ] Enable vitualized CPU performance counters

Scheduling Affinity Hyperthreading Status:  Active
Available CRUs: 24 (logical CPLs}

Select logical processor affinity for this virtual mac

Lo VN i i s it il W et w e e A e i

New device: | Selec—— |~
4 5 k

Compatibility: ES%1 5.5 and later (VM version 10} Ok Cancel

6. In the Memory section, update the following settings:
- Size of RAM
- Reservations
- Limit
- Shares
Set the values as follows:

a. In the RAM drop-down list, select the size of the RAM. It should be number of vCPUs x 2 GB. For
example, if the number of vCPU is 4 then RAM =4 x 2 GB = 8 GB.

Note: For Advanced or Premium edition of the Citrix ADC VPX appliance, make sure that you allocate 4
GB of RAM to each vCPU. For example, if the number of vCPU is 4 then RAM =4 x 4 GB = 16 GB.
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r 1 NSVPX-ESX-DEMQ - Edit Settings 7] »ﬁ
[ Virtual Hardware | VM Opticns | SDRS Rules | vApp Opticns i z
» [ *cPu [4 | @
- il *Memory
RAM () 628 -|(we [+
Reservation | 0 -| [ me |v|
[ ]| Reserve all guest memary (Al locked)
Limit | Unlimited ~| | mB |v|
Shares | Normal i- | | 8398¢ -
Memuory Hot Plug =
b (24 Hard disk 1 20 Zlee |+
b SCEl controller 0 L=l Logic Parallel N
b Metwork adapter 1 | W Metwark | - | ¥ co
» [ Network adapter 2 | 142 | v'| M co
New device: | Selec—— |~ i
F 5
Compatibility: ES%1 5.5 and later (VM version 10} Ok Cancel

b. In the Reservation drop-down list, enter the value for the memory reservation, and select the
Reserve all guest memory (All locked) check box. The memory reservation should be number of
vCPUs x 2 GB. For example, if the number of vCPUs is 4, the memory reservation should be 4 x 2 GB =
8 GB.

Note: For Advanced or Premium edition of the Citrix ADC VPX appliance, make sure that you allocate 4
GB of RAM to each vCPU. For example, if the number of vCPU is 4 then RAM =4 x4 GB =16 GB.
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(%1 NSVPX-ESX.DEMO - Edit Settings (2) M
[ ‘I{IrkiaIHarm‘-rare VM Cpticns | SDRS Rules | vApp Opticns ] =
@ cPy 4 I~ @
- il *Memory
RAM () 5192 »| M8 ||
Reservation {*) 8142 o 1= %
|E| Resene all guest memaory (Al locked}
Limit Unlimited v| | MB |v|
Shares | Normal |v | B
Memory Hot Plug Enable
b (24 Hard disk 1 20 Zlee |+
b E;;l, SCEl controller 0 L=l Logic Parallel
b Metwork adapter 1 | W Metwark | - | ¥ co
» [ Network adapter 2 | 142 | v'| M co
New devics: | —— Select— el | Add v
4 e 4
Compatibility: ES%1 5.5 and later (VM version 10} Ok ' Cancel

c. In the Limit drop-down list, select the number that is shown as the maximum value.
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(%1 NSVPX-ESX.DEMO - Edit Settings (2) M
[ Vlm.laIHardware VM Opticns | SDRE Rules | vApp Oplicns ] -
@ cpu 4 I~ @
- Wl *Memory
RAM (%) 8192 »|[mB ||
Reservation (%) 8192 ~|[mB |~
|:| Resene all guest memaory (Al locked}
Lirmit Unlimited ,] [ MB |,|
Shares | Normal |v | B
Memory Hot Plug Enable
v (2 Hard disk 1 20 Zlee |+
b E;;l, SCEl controller 0 L=l Logic Parallel
k Metwork adapter 1 | WM Metwark | - | M co
» [ Network adapter 2 | 142 | v'| M co
New devics: | —— Select— [+] | Ada v
L] v
Compatibility: ESXi 5.5 and later (VM version 10} oK Cancel

maximum value.

d. In the Shares drop-down lists, select Custom, and select the number that is shown as the

222
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G NSVPX-ESX-DEMO - Edit Settings (?)
[ ‘p_fir_tg._l__a:! Hardware- WM Opticns | SDRS Rules | vApp Cplicns ] z
I *cPU 4 I~ @
- il *Memory
RAM () 5192 »| M8 ||
Reservation {*) 8192 - [mB |~
[ | Reserve all guestmemory (All locked)
Limit Unlimited v| | MB |v|
Shares {*) | Custom ~| [20000 [
Memory Hot Plug Enable Minimum 1
b O Hard disk 1 .‘_20 - Maximum 10000...
b E;;l, SCEl controller 0 L=l Logic Parallel
b Metwork adapter 1 | W Metwark | - | ¥ co
» [ Network adapter 2 | 142 | v'| M co
‘New device® | —— Select — |~ i
F 5
Compatibility: ES%1 5.5 and later (VM version 10} Ok Cancel

7. Add an SR-I0V network interface. From the New device drop-down list, select Network and click

Add.
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(31 NSVPX-ESX-DEMO - Edit Settings Z)

[_‘p_fir_l;._l_g! Hardware- WM Opticns | SDRS Rules | vApp Cplicns ]

» | cPU [4 v &

[ mann -
v, MR Mzmosy [ New Hard Disk _;| (e |-
b (4 Hard disk 1 (3 Existing Hard Disk 2les |+

» @, SCS!controllerg £ ROM Disk

2 Metwork adapter 1 | - | ¥ Connect...
T Metworik :
~ [ SR-OV network ada 1k-DVS1) v (]
Status .@. CD/DVD Drive
Port 1D Floppy Drive
Adapter Type o
Serial Port
Jal machine operations are unavailable when
E Parallel Port ough devices are present. You cannot
E Huost LISE Device [te with wKaotion, ortake or restore snapshots
USB Cantroller e

FPhysical function

A Address SCSI Device || Automatic |~ |
[l PCl Device [=]

Guest OS5 MTU Char

b Video card tings ,..'
= SC8l Controller . Bd

k _U;:.‘ WIMGCT device SATA Controller -

Mew device: i Metwark v| Add

Compatibility: ESXi 5.5 and later (VM version 10} 0K | Cancel

8. In the New Network section. From the drop-down list, select the Portgroup that you created,
and do the following:
a. In the Adapter Type drop-down list, select SR-IOV passthrough.
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() NSVPX-ESX - Edit Settings. 2) B

L_‘u’.mua!._Harmuﬂre-- WM Options | SDRS Rules 'uApprtinnsl

v (3 Hard disk 1 20 = (es [+ -
3 @i-:. SC3] contraller 0 L3l Logic Parallel

3 Metwork adapter 1 | WM Metwork | - | ¥ Connect...

v [l Metwork adapter 2 | VM Network 2 | % I ¥ Connect...

v [ video card | Specify custom settings | - |

b oo VMCI device

¢ Other Devices

- Hew Network | CITRIX_PG1 (DVS_SRIOV_CITRIX) | - I
Status ¥ Connect At Power On
Fart (D
Adapter Type | ROV passthrough | - |
E1000 s are unavailable when

SR-0V passthrough zent. You cannot
" eor restore snapshots

YMXMET 3

Physical function | vmnicd 0000:03:00.0 | Intel Corp... | b |

MAC Address | Automatic | v |

GuestOS MTU Change [ Disallow | = | =

MNew device: | Metwork - | Add
Compatibility: ESXi 6.0 and later (VM version 11} : QK | Cancel

b. In the Physical function drop-down list, select the physical adapter mapped with the Port-
group.
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(F1 NSVPX-ESX - Edit Settings (200

|' Virual Hardware | VM Options | SDRS Rules | wApp Options |

v () Hard disk 1 20 =8 |-

3 SC3l controller 0 L3l Logic Parallel

» [ Network adapter 1 | VM Network | - [+ Connect...
» [ Network adapter 2 | VM Network 2 | ~ | ¥ Connect..
3 Video card | Specify custom settings | - |

b oi VMCI device

¢ Other Devices

~ [ Mew Network | CITRIX_PG1 (DVS_SRIOV_CITRIX} | |
Status [+ Connect At Power On
Port 1D
Adapter Type | SR-10V passthrough | - |

& Note: Some virtual machine operations are unavailable when
SR-10Y passthrough devices are present. You cannot
suspend, migrate with viMotion, ortake or restore snapshots
of such virtual machines,

Physical function | vmnicd 0000:03:00.0 | Intel Corp... | * |
MAC Address vmnicd 0000:03:00.0 | Intel Corporation 82599 10 Gigabit Dual |
o »
GuestOS MTU Change [ Disallow [~ S
New device: | Metwork x| Add
Compatibility: ESXi 6.0 and later (VM version 11) Ok Cancel

c. In the Guest OS MTU Change drop-down list, select Disallow.
9. In the <virtual_appliance> - Edit Settings dialog box, click the VM Options tab.

10. On the VM Options tab, select the Advanced section. From the Latency Sensitivity drop-down
list, select High.
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(31 NSVPX-ESX-DEMO - Edit Settings 7

[ Virtual Hardware UM:Dph_'Dﬂ_s_ SDREZ Rules | vApp Opticns ]

v WMware Tools Expand for Vilfware Tools settings

¥ Power managemernit Expand for power managemaent seftings

» Boot Options Expand for boot oplions

- Advanced
Settings [ ] Disable acceleration
[v] Enable logging
Debugging and statistics | Run normally | v |
Swap file location (=) Default
se the seftings of the cluster or host containing the virtual
maching.
i_J Vinual machine directary
Store the swap files inthe same directory as the virtual
machine.
i) Cratastore specified by host
Store the swap files in the datastore specified by the hostto be
Lused for swap files. If not possible, store the swap files in the
same directory as the virtual machine. Using a datastore that
is notvisible to both hosts during vMotion might affect the
vMotion peformance forthe affected vitual machines.
Configuration Parameters Edit Configuration...
Caleriey SEnSiy | High | v © A CheckCPUreseration g
Low
Mormal
Nedium

Compatibility: ESXi 5.5 and later (VM 0K | ‘Cancel

11. Click OK.
12. Power on the Citrix ADC VPX instance.

13. Once the Citrix ADC VPX instance powers on, you can use the following command to verify
the configuration:

> show {interface summary

The output should show all the interfaces that you configured:

> show interface summary
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Interface MTU MAC Suffix

1 0/1 1500 00:0c:29:1b:81:0b NetScaler Virtual
Interface

2 10/1 1500 00:50:56:9f:0c:6f Intel 82599 160G VF
Interface

3 10/2 1500 00:50:56:9f:5c:1e Intel 82599 160G VF
Interface

4 10/3 1500 00:50:56:9f:02:1b Intel 82599 160G VF
Interface

5 10/4 1500 00:50:56:9f:5a:1d Intel 82599 160G VF
Interface

6 10/5 1500 00:50:56:9f:4e:0b Intel 82599 160G VF
Interface

7 LO/1 1500 00:0c:29:1b:81:0b Netscaler Loopback
interface

Done
> show 1inter 10/1
1) Interface 10/1 (Intel 82599 10G VF Interface) #1

flags=0xe460 <ENABLED, UP, UP, HAMON, 802.1q>

MTU=1500, native vlan=55, MAC=00:50:56:9f:0c:6f, uptime 0
h21m53s

Actual: media FIBER, speed 10000, duplex FULL, fctl NONE,
throughput 10000

LLDP Mode: NONE, LR Priority: 1024

RX: Pkts(838020742) Bytes(860888485431) Errs(0) Drops(2527)
Stalls(0)
TX: Pkts(838149954) Bytes(860895860507) Errs(0) Drops(0) Stalls
(0)
NIC: InDisc(@) OutDisc(@) Fctls(0) Stalls(0) Hangs(0@) Muted(0)
Bandwidth thresholds are not set.
Done

Migrating the Citrix ADC VPX from E1000 to SR-IOV or VMXNET3 Network
Interfaces

August 20, 2024
May 24,2018

You can configure your exiting Citrix ADC VPX instances that use E1000 network interfaces to use SR-
IOV or VMXNET3 network interfaces.

To configure an existing Citrix ADC VPX instance to use SR-I0V network interfaces, see Configure a Citrix
ADC VPX instance to use SR-IOV network interface.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 228


https://docs.netscaler.com/en-us/citrix-adc/12-1/deploying-vpx/install-vpx-on-esx/configure-sr-iov.html
https://docs.netscaler.com/en-us/citrix-adc/12-1/deploying-vpx/install-vpx-on-esx/configure-sr-iov.html

Citrix ADC 12.1

To configure an existing Citrix ADC VPX instance to use VMXNET3 network interfaces, see Configure a
Citrix ADC VPX instance to use VMXNET3 network interface.

Configure a Citrix ADC VPX instance to use PCI passthrough network
interface

August 20, 2024

Overview

After you have installed and configured a Citrix ADC VPX instance on VMware ESX Server, you can
use the vSphere Web Client to configure the virtual appliance to use PCI passthrough network inter-
faces.

The PCI passthrough feature allows a guest virtual machine to directly access physical PCl and PCle
devices connected to a host.

Prerequisites

+ The firmware version of the Intel XL710 NIC on the host is 5.04.
+ APCI passthrough device connected to and configured on the host
+ Supported NICs:

- Intel X710 10G NIC
- Intel XL710 Dual Port 40G NIC
- Intel XL710 Single Port 40G NIC

Configure passthrough devices on a host

Before configuring a passthrough PCl device on a virtual machine, you should configure it on the host
machne. Follow these steps to configure passthrough devices on a host.

Select the host from the Navigator panel of the vSphere Web Client.

Click Manage > Settings > PCI Devices. All available passthrough devices are displayed.
Right-click the device that you want to configure and click Edit.

The Edit PCI Device Availability window appears.

ok w D

Select the devices to be used for passthrough and click OK.
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All PCI Devices
Iy~
18] Sistus
[ [ 0000:05:00.3 Available
[+ [ 0000:05:00.0 Available
[] @ 0000:00:1A.0 Unavailable
[ E 0000:0A:00.0 Unavailable
[] = 0000:00:1D.0 Unavailable

-

f e N P P P Y

1 device will become available when this host is rebooted.

0000:00:01.0

This device cannot be made available for VMs to use

Name Haswell-E PCI Express Root Port 1
Device ID 2F02
Subdevice 1D 0
Class ID 604
Bus Location
1D 0000:00:01.0
Bus 0

Vendor Mama
Intel Corporation
Intel Corporation

Intel Corparation

ASPEED Techn...

Intel Corparation

Vendor Name
Vendor ID

Subvendor ID

Slot

Function

q Fllte: =
Diavice Mame ESX Name

Ethernet Controll... .
Ethernet Controll...

Wellsburg USB ...

ASPEED Graphi...
Wellsburg USB ...

Intel Corporation
BOaG
0

6. Restart the host machine.

Configure passthrough devices on a Citrix ADC VPX instance

Follow these steps to configure a passthrough PCl device on a Citrix ADC VPX instance.

1. Power off the virtual machine.

2. Right-click the virtual machine and select Edit Settings.

3. On the Virtual Hardware tab, select PCI Device from the New Device drop-down menu, and

click Add.
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71 NSVPX-ESX-DEMO - Edit Settings 71
| Viriual Hardware | VM Options | SDRS Rules | vApp Options |

v [ CPU | 2 | - | (7 )

¢ Bl Memory 4095 v | | MB |v|

b 2 Hard disk 1 20 (6B |-

3 SCS| controfler 0 LS! Logic Paraliel

» [l Network adapter 1 | VM Network | + | ] Connect..

b Video card | Specify custom settings | - |

b .2 VMCI device

¢ Other Devices

New device: | & PCI Device |~
Compatibility: ESXi 6.0 and later (VM version 11) oK Cancel

4. Expand New PCI device and select the passthrough device to connect to the virtual machine

from the drop-down list and click OK.

Note

VMXNET3 network interface and PCl Passthrough Network Interface cannot coexist.
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1 NSVPX-ESX-DEMO - Edit Settings ?) ”

[ \iriual Hardware | VM Options | SDRS Rules | vApp Options |

» [ CPU E ~| ®

¢ il Memory 4096 v || MB |v|

v (2 Hard disk 1 20 (e [+

» [@, SCSI controller 0 SiLogicParaller 4816

» [ Network adapter 1 | VM Network | ~ | ¥ Connect...
v [l Video card | Specify custom settings | - |

b VMCI device

r Other Devices

- Mew PCI device 0000:05:00.3 | Inte! Corporation Ethe | -

0000:05:00.3 | Intel Corporation Ethermet Controller X710 for

Physical PCI/FPCle device 10GDE SFP+

Ay Note: Some virtual machine operafions are unavailable when
PCIPCle passthrough devices are present. You cannot
suspend, migrate with vMaotion, or take or restore snapshots of
slch virtual machines.

New device: | @ PCI Device | - | Add

Compatibility: ESXI 6.0 and later (VM versian 11) Cancel

6. Power on the guest virtual machine.

You have completed the steps to configuring Citrix ADC VPX to use PCl passthrough network inter-
faces.

Install a Citrix ADC VPX instance on Microsoft Hyper-V server

August 21, 2024
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To install Citrix

Citrix ADC VPX instances on Microsoft Windows Server, you must first install Windows Server, with the
Hyper-V role enabled, on a machine with adequate system resources. While installing the Hyper-V
role, be sure to specify the network interface cards (NICs) on the server that Hyper-V will use to create
the virtual networks. You can reserve some NICs for the host. Use Hyper-V Manager to perform the
Citrix ADC VPX instance installation.

Citrix ADC VPX instance for Hyper-V is delivered in virtual hard disk (VHD) format. It includes the de-
fault configuration for elements such as CPU, network interfaces, and hard-disk size and format. After
you install Citrix ADC VPX instance, you can configure the network adapters on virtual appliance, add
virtual NICs, and then assign the Citrix ADC IP address, subnet mask, and gateway, and complete the
basic configuration of the virtual appliance.

After the initial configuration of the VPX instance, if you want to upgrade the appliance to the latest
software release, see Upgrade a Citrix ADC VPX standalone appliance

Note

Intermediate System-to-Intermediate System (ISIS) protocol is not supported on the Citrix ADC
VPX virtual appliance hosted on the HyperV-2012 platform.

Prerequisites for installing Citrix ADC VPX instance on Microsoft servers

Before you begin installing a virtual appliance, do the following:

« Enable the Hyper-V role on Windows Servers . For more information, see http://technet.micros
oft.com/en-us/library/ee344837(WS.10).aspx.

« Download the virtual appliance setup files.

+ Obtain Citrix ADC VPX instance license files. For more information about Citrix ADC VPX instance
licenses, see the Citrix ADC VPX Licensing Guide at http://support.citrix.com/article/ctx131110.

Microsoft server hardware requirements

The following table describes the minimum system requirements for Microsoft Servers.

Table 1. Minimum system requirements for Microsoft servers

Component Requirement

CPU 1.4 GHz 64-bit processor
RAM 3GB

Disk Space 32 GB or greater
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The following table lists the virtual computing resources for each
Citrix ADC VPX instance.

Table 2. Minimum virtual computing resources required for running a Citrix ADC VPX instance

Component Requirement
RAM 2GB

Virtual CPU 2

Disk Space 20GB

Virtual Network Interfaces 1

Download the Citrix ADC VPX setup files

The Citrix ADC VPX instance for Hyper-V is delivered in virtual hard disk (VHD) format. You can down-
load the files from the Citrix website. You need a Citrix account to log in. If you do not have a Citrix
account, access the home page at http://www.citrix.com, click Sign In > My account > Create Citrix
Account, and follow the instructions to create a Citrix account.

To download the Citrix ADC VPX instance setup files, follow these steps:

1. Inaweb browser, go to http://www.citrix.com/.

N

. Sign in with your user name and password.

3. Click Downloads.

4. In Select a Product drop-down menu, select Citrix ADC (NetScaler ADC).

5. Under Citrix ADC Release X.X > Virtual Appliances, click Citrix ADC VPX Release X.X

6. Download the compressed file to your server.

Install the Citrix ADC VPX instance on Microsoft servers

After you have enabled the Hyper-V role on Microsoft Server and extracted the virtual appliance files,
you can use Hyper-V Manager to install Citrix ADC VPX instance. After you import the virtual machine,
you need to configure the virtual NICs by associating them to the virtual networks created by Hyper-
V.

You can configure a maximum of eight virtual NICs. Even if the physical NIC is DOWN, the virtual ap-
pliance assumes that the virtual NIC is UP, because it can still communicate with the other virtual
appliances on the same host (server).
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Note

You cannot change any settings while the virtual appliance is running. Shut down the virtual
appliance and then make changes.

To install Citrix ADC VPX instance on Microsoft Server by using Hyper-V Manager:

1. To start Hyper-V Manager, click Start, point to Administrative Tools, and then click Hyper-V
Manager.

2. In the navigation pane, under Hyper-V Manager, select the server on which you want to install
Citrix ADC VPX instance.

3. Onthe Action menu, click Import Virtual Machine.

4. In the Import Virtual Machine dialog box, in Location, specify the path of the folder that con-
tains the Citrix ADC VPX instance software files, and then select Copy the virtual machine (cre-
ate a new unique ID). This folder is the parent folder that contains the Snapshots, Virtual Hard
Disks, and Virtual Machines folders.

5. Note: If you received a compressed file, make sure that you extract the files into a folder before
you specify the path to the folder.

6. Click Import.

7. Verify that the virtual appliance that you imported is listed under Virtual Machines.

8. Toinstall another virtual appliance, repeat steps 2 through 6.

Important

Make sure that you extract the files to a different folder in step 4.

Auto-provision a Citrix ADC VPX instance on Hyper-V

Auto-provisioning of Citrix ADC VPX instance is optional. If auto-provisioning is not done, the virtual
appliance provides an option to configure the IP address and so on.

To auto-provision Citrix ADC VPX instance on Hyper-V, follow these steps.

1. Create an 1S09660 compliant ISO image using the xml file as depicted in the example. Make sure
that the name of the xml file is userdata.

<?xml version="1.0"encoding="UTF-8”standalone="no”?>

<Environment xmlns:oe="http://schemas.dmtf.org/ovf/environment/1”
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance”

oe:id=""

xmlns="http://schemas.dmtf.org/ovf/environment/1”>
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<PlatformSection>

<Kind>HYPER-V</Kind>

<Version>2013.1</Version>

<Vendor>CISCO</Vendor>

<Locale>en</Locale>

</PlatformSection>

<PropertySection>

<Property oe:key="com.citrix.netscaler.ovfversion”oe:value="1.0"/>

<Property oe:key="com.citrix.netscaler.platform”oe:value="NS1000V”/>

<Property oe:key=""com.citrix.netscaler.orch_env’oe:value="cisco-orch-env’/>
<Property oe:key="com.citrix.netscaler.mgmt.ip”’oe:value="10.102.100.122"/>
<Property oe:key="com.citrix.netscaler.mgmt.netmask”oe:value="255.255.255.128”/>
<Property oe:key="com.citrix.netscaler.mgmt.gateway”oe:value=10.102.100.67”/></PropertySection>
</Environment>

2. Copy the ISO image to hyper-v server.

3. Select the virtual appliance that you imported, and then on the Action menu, select Settings. You
can also select the virtual appliance and then right click and select Settings. The Settings window
for the selected virtual appliance is displayed.

4. In the Settings window, under the hardware section, click on IDE Controller.

5. In the right window pane, select DVD Drive and click on Add. The DVD Drive is added under the IDE
Controller section in the left window pane.

6. Select the DVD Drive added in step 5. In the right window pane, select the Image file radio button
and click on Browse and select the ISO image that you copied on Hyper-V server,
in step 2.

7. Click Apply.
Note

The virtual appliance instance comes up in the default IP address, when:

« The DVD drive is attached and the ISO file is not provided.
» The ISO file does not inculde the userdata file.
« The userdata file name or format is not correct.

To configure virtual NICs on the Citrix ADC VPX instance, follow these steps:
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Select the virtual appliance that you imported, and then on the Action menu, select Settings.
In the Settings for <virtual appliance name> dialog box, click Add Hardware in the left pane.
In the right pane, from the list of devices, select Network Adapter.

Click Add.

Verify that Network Adapter (not connected) appears in the left pane.

Select the network adapter in the left pane.

Nk~ N

In the right pane, from the Network drop-down list, select the virtual network to connect the

adapter to.

8. To select the virtual network for additional network adapters that you want to use, repeat
steps6and 7.

9. Click Apply, and then click OK.

To configure the Citrix ADC VPX instance:

1. Right-click the virtual appliance that you previously installed, and then select Start.
2. Access the console by double-clicking the virtual appliance.
3. Type the Citrix ADC IP address, subnet mask, and gateway for your virtual appliance.

You have completed the basic configuration of your virtual appliance. Type the IP address in a Web
browser to access the virtual appliance.

Note
You can also use virtual machine (VM) template to provision Citrix ADC VPX instance using SCYMM.

If you use Microsoft Hyper-V NIC teaming solution with NetScaler VPX instances, see article
CTX224494 for more information.

Install a Citrix ADC VPX instance on Linux-KVM platform

August 20, 2024

To set up a Citrix ADC VPX for the Linux-KVM platform, you can use the graphical Virtual Machine Man-
ager (Virt-Manager) application. If you prefer the Linux-KVM command line, you can use the virsh
program.

The host Linux operating system must be installed on suitable hardware by using virtualization tools
such as KVM Module and QEMU. The number of virtual machines (VMs) that can be deployed on the
hypervisor depends on the application requirement and the chosen hardware.

After you provision a Citrix ADC VPX instance, you can add additional interfaces.
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Limitations and usage guidelines
General recommendations

To avoid unpredictable behavior, apply the following recommendations:

+ Do not change the MTU of the vnet interface associated with the VPX VM. Shut down the VPXVM
before modifying any configuration parameters, such as Interface modes or CPU.

« Do not force a shutdown of the VPX VM. That is, do not use the Force off command.

« Any configurations done on the host Linux might or might not be persistent, depending on your
Linux distribution settings. You can choose to make these configurations persistent to ensure
consistent behavior across reboots of host Linux operating system.

+ The Citrix ADC package has to be unique for each of the Citrix ADC VPX instance provisioned.

Limitations

+ Live migration of a VPX instance that runs on KVM is not supported.

Prerequisites for installing a Citrix ADC VPX instance on Linux-KVM
platform

August 20, 2024
Check the minimum system requirements for a Linux-KVM serves running a Citrix ADC VPX instance.

CPU requirement:

+ 64-bit x86 processors with the hardware virtualization features included in the AMD-V and Intel
VT-X processors.

To test whether your CPU supports Linux host, enter the following command at the host Linux shell
prompt:

*x.egrep 'Aflags.*(vmx|svm)' /proc/cpuinfox
If the BIOS settings for the above extension are disabled, you must enable them in BIOS.

« Provide at least 2 CPU cores to Host Linux.

+ There is no specific recommendation for processor speed, but higher the speed, the better the
performance of the VM application.
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Memory (RAM) requirement:
Minimum 4 GB for the host Linux kernel. Add additional memory as required by the VMs.
Hard disk requirement:

Calculate the space for Host Linux kernel and VM requirements. A single Citrix ADC VPX VM requires
20 GB of disk space.

Software requirements
The Host kernel used must be a 64-bit Linux kernel, release 2.6.20 or later, with all virtualization tools.
Citrix recommends newer kernels, such as 3.6.11-4 and later.

Many Linux distributions such as Red Hat, Centos, and Fedora, have tested kernel versions and asso-
ciated virtualization tools.

Guest VM hardware requirements

Citrix ADC VPX supports IDE and virtlO hard disk type. The Hard Disk Type has been configured in the
XML file, which is a part of the Citrix ADC package.

Networking requirements

Citrix ADC VPX supports virtlO para-virtualized, SR-10V, and PCI Passthrough network interfaces.

For more information about the supported network interfaces, see:

+ Provision the Citrix ADC VPX instance by using the Virtual Machine Manager
« Configure a Citrix ADC VPX instance to use SR-I0V network interfaces
+ Configure a Citrix ADC VPX instance to use PCl passthrough network interfaces

Source Interface and Modes

The source device type can be either Bridge or MacVTap. In case of MacVTap, four modes are possible
- VEPA, Bridge, Private and Pass-through.
Check the types of interfaces that you can use and the supported traffic types, as given below.

Bridge:
+ Linux Bridge.

+ Ebtables and iptables settings on host Linux might filter the traffic on the bridge if you do not
choose the correct setting or disable IPtable services.
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MacVTap (VEPA mode):

+ Better performance than a bridge.

+ Interfaces from the same lower device can be shared across the VMs.

+ Inter-VM communication using the same

« lower device is possible only if upstream or downstream switch supports VEPA mode.

MacVTap (private mode):

+ Better performance than a bridge.
+ Interfaces from the same lower device can be shared across the VMs.
+ Inter-VM communication using the same lower device is not possible.

MacVTap (bridge mode):

+ Better as compared to bridge.
+ Interfaces out of same lower device can be shared across the VMs.
+ Inter-VM communication using the same lower device is possible, if lower device link is UP.

MacVTap (Pass-through mode):

+ Better as compared to bridge.
« Interfaces out of same lower device cannot be shared across the VMs.
« Only one VM can use the lower device.

Note: For best performance by the VPX instance, ensure that the gro and lro capabilities are
switched off on the source interfaces.

Properties of source interfaces

Make sure that you switch off the generic-receive-offload (gro) and large-receive-offload (lro) capabil-
ities of the source interfaces. To switch off the gro and lro capabilities, run the following commands
at the host Linux shell prompt.

ethtool -K eth6 gro off
ethool -K eth6 lro off
Example:
[root@localhost ~]# ethtool -K eth6
Offload parameters for eth6:
rx-checksumming: on

tx-checksumming: on
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[root@localhost

Example:

scatter-gather: on
tcp-segmentation-offload: on
udp-fragmentation-offload: off
generic-segmentation-offload: on
generic-receive-offload: off
large-receive-offload: off
rx—vlan-offload: on
tx-vlan-offload: on
ntuple-filters: off

receive—hashing: on

~]#

If the host Linux bridge is used as a source device, as in the following example, gro and lro capabilities

must be switched off on the vnet interfaces, which are the virtual interfaces connecting the host to the

guest VMs.
[root@localhost
bridge name

eth6_br

[root@localhost

~]1# brctl show eth6_br

bridge -d STP enabled 1interfaces

8000.00e0ed1861ae no eth6
vneto
vnet2

~]#

In the above example, the two virtual interfaces are derived from the eth6_br and are represented

as vnet0 and vnet2. Run the following commands to switch off gro and Iro capabilities on these inter-

faces.

ethtool -K vnet® gro off

ethtool
ethtool

-K vnet2 gro off
-K vhet® lro off
ethtool -K vnet2 1lro off
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Promiscuous mode

The promiscuos mode has to be enabled for the following features to work:

+ L2 mode

+ Multicast traffic processing
+ Broadcast

« IPV6 traffic

+ Virtual MAC

« Dynamic routing

Use the following command to enable the promicuous mode.
[root@localhost ~]# ifconfig eth6 promisc
[root@localhost ~]# ifconfig eth6
eth6 Link encap:Ethernet HWaddr 78:2b:cb:51:54:a3
inet6 addr: fe80::7a2b:cbff:fe51:54a3/64 Scope:lLink
UP BROADCAST RUNNING PROMISC MULTICAST MTU:9000 Metric

RX packets:142961 errors:0 dropped:0 overruns:0 frame:0
TX packets:2895843 errors:0 dropped:0 overruns:0 carrier

collisions:® txqueuelen:1000
RX bytes:14330008 (14.3 MB) TX bytes:1019416071 (1.0 GB)

[root@localhost ~]#

Module required

For better network performance, make sure the vhost_net module is present in the Linux host. To
check the existence of vhost_net module, run the following command on the Linux host :

lsmod | grep "vhost\_net"

If vhost_net is not yet running, enter the following command to run it:

modprobe vhost\_net

Provision the Citrix ADC VPX instance by using OpenStack

August 20, 2024

You can provision a Citrix ADC VPX instance in an Openstack environment either by using the Nova
boot command (OpenStack CLI) or Horizon (OpenStack dashboard) .
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Provisioning a VPX instance, optionally involves using data from the config drive. Config drive is a spe-
cial configuration drive that attaches to the instance as a CD-ROM device when it boots. This configu-
ration drive can be used to pass networking configuration such as management IP address, network
mask, default gateway, and to inject customer scripts.

In a Citrix ADC appliance, the default authentication mechanism is password based. Now, SSH
key-pair authentication mechanism is supported for Citrix ADC VPX instances on OpenStack
environment.

The key-pair (public key and private key) needs to be generated before using Public Key Cryptography
mechanism. You can use different mechanisms, such as Horizon, Puttygen.exe for Windows, and ssh-
keygen for Linux environment, to generate the key pair. Refer to online documentation of respective
mechanisms for more information about generating key pair.

Once a key pair is available, copy the private key to a secure location to which authorized persons
will have access. In OpenStack, public key can be deployed on a VPX instance by using Horizon or
Nova boot command. When a VPX instance is provisioned by using OpenStack, it first detects that
the instance is booting in an OpenStack environment by reading a specific BIOS string. This string is
“OpenStack Foundation”and for Red Hat Linux distributions it is stored in /etc/nova/release. This is
a standard mechanism that is available in all OpenStack implementations based on KVM hypervisor
platform. The drive should have a specific OpenStack label.

If the config drive is detected, the instance attempts to read the network configuration, custom scripts,
and SSH key pair if provided.

Userdata file

The Citrix ADC VPX instance uses a customized OVF file, also known as userdata file, to inject network
configuration, custom scripts. This file is provided as part of config drive. Here is an example of a
customized OVF file.

<?xml version="1.0" encoding="UTF-8" standalone="no"?>

<Environment xmlns:oe="http://schemas.dmtf.org/ovf/environment/1"
xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"

oe:id=""

xmlns="http://schemas.dmtf.org/ovf/environment/1"
xmlns:cs="http://schemas.citrix.com/openstack'">

<PlatformSection>

<Kind></Kind>

<Version>2016.1</Version>

<Vendor>VPX</Vendor>

<Locale>en</Locale>

</PlatformSection>

<PropertySection>

<Property oe:key='"com.citrix.netscaler.ovf.version" oe:value="1.0"/>
<Property oe:key="com.citrix.netscaler.platform" oe:value="NSVPX"/>
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<Property oe:key="com.citrix.netscaler.orch_env" oe:value="openstack-
orch-env"/>
<Property oe:key="com.citrix.netscaler.mgmt.ip" oe:value="10.1.2.22"/>
<Property oe:key="com.citrix.netscaler.mgmt.netmask" oe:value="
255.255.255.0" />
<Property oe:key="com.citrix.netscaler.mgmt.gateway" oe:value="10.1.2.1
||/>
</PropertySection>
<cs:ScriptSection>
<cs:Version>1.0</cs:Version>
<ScriptSettingSection xmlns="http://schemas.citrix.com/openstack"
xmlns:i="http://www.w3.0rg/2001/XMLSchema-instance">
<Scripts>
<Script>
<Type>shell</Type>
<Parameter>X Y</Parameter>
<Parameter>Z</Parameter>
<BootScript>before</BootScript>
<Text>
#!/bin/bash
echo "Hi, how are you" $1 $2 >> /var/sample.txt
</Text>
</Script>
<Script>
<Type>python</Type>
<BootScript>after</BootScript>
<Text>
#!/bin/python
print("Hello");
</Text>
</Script>
<Script>
<Type>perl</Type>
<BootScript>before</BootScript>
<Text>
'/usr/bin/perl
my $name = "VPX'";
print "Hello, World $name !\n"

</Text>
</Script>
<Script>
<Type>nscli</Type>
<BootScript>after</BootScript>
<Text>
add vlan 33
bind vlan 33 -ifnum 1/2
</Text>
</Script>
</Scripts>

</ScriptSettingSection>
</cs:ScriptSection>
</Environment>
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In the OVF file above “PropertySection”is used for NetScaler networking configuration while
<cs:ScriptSection> is used to enclose all scripts. <Scripts></Scripts> tags are used to bundle all
scripts together. Each script is defined in between <Script> </Script> tags. Each script tag has
following fields/tags:

a) <Type>: Specifies value for script type. Possible values: Shell/Perl/Python/NSLCI (for NetScaler CLI
scripts)

b) <Parameter>: Provides parameters to the script. Each script can have multiple <Parameter> tags.

¢) <BootScript>: Specifies script execution point. Possible values for this tag: before/after. “before”
specifies script will be executed before PE comes up. “after’specifies that the script will be executed
after PE comes up.

d) <Text>: Pastes content of a script.
Note

Currently the VPX instance does not take care of sanitization of scripts. As an administrator, you
should check the validity of the script.

Not all sections need to be present. Use an empty “PropertySection”to only define scripts to
execute on first boot or an empty <cs:ScriptSection> to only define networking configuration.

After the required sections of the OVF file (userdata file) are populated, use that file to provision
the VPX instance.

Network configuration

As part of network configuration, the VPX instance reads:

+ Management IP address
+ Network mask
+ Default gateway

After the parameters are successfully read, they are populated in the NetScaler configuration, to allow
managing the instance remotely. If the parameters are not read successfully or the config drive is not
available, the instance transitions to the default behavior, which is:

+ Theinstance attempts to retrieve the IP address information from DHCP.
« If DHCP fails or times-out, the instance comes up with default network configuration
(192.168.100.1/16).
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Customer script

The VPXinstance allows to execute a custom script duringinitial provisioning. The appliance supports
script of type Shell, Perl, Python, and Citrix ADC CLI commands.

SSH key pair authentication

The VPX instance copies public key, available within the configuration drive as part of instance meta
data, into its “authorized_keys™file. This allows the user to access the instance with private key.

Note

When an SSH key is provided, the default credentials (nsroot/nsroot) no longer work. If password-
based access is needed, log on with the respective SSH private key and manually set a password.

Before you begin

Before you provision a VPX instance on OpenStack environment, extract the .qcow?2 file from the .tgz
file and build

an OpenStack image from the qcow2 image. Follow these steps:
1. Extract the. qcow?2 file from the .tqz file by typing the following command.

tar xvzf <TAR file>

tar xvzf <NSVPX-KVM-12.0-26.2_nc.tgz>
NSVPX-KVM.xml
NSVPX-KVM-12.0-26.2_nc.qgcow2

2. Build an OpenStack image using the .qcoz2 file extracted in step 1 by typing the following com-
mand.

openstack image create --container-format bare --property hw_disk_bus=
ide --disk-format qcow2 --file <path to qcow2 file> --public <name
of the OpenStack -image>

glance image-create —--name="NS-VPX-12-0-26-2" --property hw_disk_bus=
ide --ispublic=

true --container-format=bare --disk-format=qcow2< NSVPX-KVM-12.0-26.2
_nc.qcow2

Figure 1: The following illustration provides a sample output for the glance image-create com-
mand.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 246



Citrix ADC 12.1

o —————————————— e +
| Field | Walue |
e e +
| checksum | 154ade3fcVdcal/dl7BEbldB3d7a97552 |
| container_format | bare |
| created_at | 2817-B3-13T@E:52:31Z |
| disk_format | gqoowz |
| file | #v2fimages/322cleBf-cceB-4b7b-b53e-bdBl152c3BBed/Tile |
| id | 322cle@f-cceB-4b7b-b53e-badBl52c3B8ed |
| min_disk | @ |
| min_ram | @ |
| name | VPE-EVM-12.8-26.,2

| owner | 58d17dBldf5d44pbatbbdfdab3asBd7a |
| properties | hw_disk_bus="'ide' |
| protected | False |
| schema | fv2fschemas/image |
| size | 784338044 |
| status | active |
| updated_at | 2817-B3-13TBB:52:437 |
| wirtual_size | Mone |
| wisibility | public |
o —————————————— e +

Provisioning the VPX instance

You can provision a VPX instance in two ways by using one of the options:

+ Horizon (OpenStack dashboard)
« Nova boot command (OpenStack CLI)

Provision a VPX instance by using the OpenStack dashboard

Follow these steps to provision the VPX instance by using Horizon:

1. Log on to the OpenStack dashboard.
2. Inthe Project panel on the left hand side of the dashboard, select Instances.
3. Inthe Instances panel, click Launch Instance to open the Instance Launching wizard.
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4. In the Launch Instance wizard, fill in the details, like:

Instance Name
Instance Flavor
Instance Count
Instance Boot Source

ok wpn =

Image Name

Launch Instance

Details = Post-Creation Advanced Optior

imiatdol Lol Specify the details for launching an instance.

¥ v
o The chart below shows the resources used by this project

in relation to the project's guotas.
Instance Name: ®

Flavor Details
MNSYPX_ 10 1 510

Name m1. medium
VCPUs 2
Hrthsg i " Root Disk 40 GB
Ephemeral Disk 0GB
1 Total Disk 40 GB
RAM 4,096 MB
Boot fram image v Project Limits

Number of Instances B of 10 Used

Image Name:
NS-YP¥-10-1-130-11 (20.0 GB) = Number of VCPUs 12 of 20 Used

Total RAM 24 576 of 51 200 MB Used

Cancel Launch

5. Deploy a new key pair or an existing key pair through Horizon by completing the following steps:

a) If you don’t have an existing key pair, create the key by using any existing mechanisms. If you’ve an
existing key, skip this step.

(=}

) Copy the content of public key.

¢) Go to Horizon > Instances > Create New Instances.
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d) Click Access & Security.

e) Click the + sign next to the Key Pair drop-down menu and provide values for shown parameters.

f) Paste public key content in Public key box, give a name to the key and click Import Key Pair.

Import Key Pair

Key Pair Name *
Mok oy
Public Key ©

5&M 158
AAAAR INZaClycZEAAAADAQABAAABACCIZ

THIYHEL
BAGOIQXY iny
1P DY kmigAlk
. &1 r‘:_""h-_"
i JbilBgMNL2 LY whidw

WK ANLeBcdHIzF aHI

Description:

Ky Pairs are how you login to your Instance after it s
launched

Chaose a key palr name you will recognise and pasie
your S5H public key inta the space provided

S5H key pairs can be generated with the ssh-keyoen
command

ssh-keygen -t rsa -f cloud.key
This generates a pair of keys: & key you keep privale

{cloud key) and 8 public key |cloed key pub) Paste the
contens of the pubdic key file hara

After launching an insfance, you login using the private
kay (The usarmanie migh! be differsnt depanding on he
Image yiou Enasn headl

g2h -1 cloud.kay Cfusernape>@cinstance_ips

Cancel tmpoit Koy Pair

6. Click the Post Creation tab in the wizard. In Customization Script, add the content of the userdata
file. The userdata file contains the IP address, Netmask and Gateway details, and customer scripts of

the VPX instance.

7. After a key pair is selected or imported, check config-drive option and click Launch.
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Launch Instance

BT LT " ~ » -~ ] M '3 1 y ® " (8 A\ 1 o Tad Ve ntimne
Lletails Access & Security Networking Post-Creation Advanced Options

Disk Partition : Py ;
° Specify advanced options to use when launching an

Automatic v instance.

# Configuration Drive @

Provision the VPX instance by using OpenStack CLI

Follow these steps to provision a VPX instance by using OpenStack CLI.
1. To create an image from gcow2, type the following command:

openstack image create —--container—-format bare --property hw_disk_bus=
ide --diskformat qcow2 --file NSVPX-OpenStack.qcow2 --public VPX-
ToT-Image

2. To select an image for creating an instance, type the following command:

openstack image list | more

3. To create an instance of a particular flavor, type the following command to choose a flavor ID/Name
of from a list:

openstack flavor list

4. To attach a NIC to a particular network, type the following command to choose a network ID from
a network list:

openstack network list

5. To create an instance, type the following command:

openstack server create --flavor FLAVOR_ID --image IMAGE_ID --key-name
KEY_NAME

--user-data USER_DATA_FILE_PATH --config-drive True --nic net-id=net-
uuid

INSTANCE_NAME

openstack server create --image VPX-ToT-Image --flavor ml.medium --user
-data
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ovf.xml --config-drive True --nic net-id=2734911b-ee2b-48d0-alb6-3
efd44b761b9
VPX-ToT

Figure 2: The following illustration provides a sample output.

os—extended-volumes:volumes_attached

progress
project_id
properties

[1
0]
58d17dBldf5d44B6aftbbdfdab3a5B8d7o

security_groups [{u'name': u'default'}]

status BUILD

updated 2817-83-13T10:33:082

user_1id ab347b33916b4eblbl 7636029 cBTI35

+
| Field | Value |
+-— +-— +
| 05-DCF:diskConfig | MANUAL |
| 0S5-EXT-AZ:availability_zone | |
| OS-EXT-S5RV-ATTR:host | Mone |
| 0S5-EXT-SRV-ATTR:hypervisor_hostname | Mone |
| O0S5-EXT-SRV-ATTR:instance_name | instance-0@BER1c2 |
| OS-EXT-5TS:power_state | @ |
| DS-EXT-5TS:task_state | scheduling |
| OS-EXT-5TS:wm_state | building |
| 05-5RV-USG:launched_at | Mone |
| 05-SRV-USG:terminated_at | Mone |
| accessIPv4 | |
| accessIPve | |
| addresses | |
| adminPass | pFVwMtg7NBZE |
| config_drive | True |
| created | 2817-83-13T1@:32:552Z |
| flavor | ml.medium (3] |
| hostId | |
| 1d | alfe89le-3604-43a0-9dd6-59falf3749aT |
| image | VPX-ToT-Image (fRc2f3dl-REf2-4b2e-3943-2eebbc2edbcT) |
| key_name | Mone |
| mame |VPX-TaT

| | |
| | |
| | |
| | |
| | |
| | |
| | |
| | |

+

e e e e e e e e e e e e e e e e e e e e

Provision the Citrix ADC VPX instance by using the Virtual Machine
Manager

August 20, 2024

The Virtual Machine Manager is a desktop tool for managing VM guests. It enables you to create new
VM guests and various types of storage, and manage virtual networks. You can access the graphical
console of VM guests with the built-in VNC viewer and view performance statistics, either locally or
remotely.

After installing your preferred Linux distribution, with KVM virtualization enabled, you can proceed
with provisioning virtual machines.

While using the Virtual Machine Manager to provision a Citrix ADC VPX instance, you have two op-
tions:

+ Enterthe IP address, gateway, and netmask manually
« Assign the IP address, gateway, and netmask automatically (auto-provisioning)
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You can use two kinds of images to provision a Citrix ADC VPX instance:

+ RAW
+ QCOW2

You can convert a Citrix ADC VPX RAW image to a QCOW2 image and provision the Citrix ADC VPX in-
stance. To convert the RAW image to a QCOW2 image, type the following command:

gemu-img convert -O qcow? original-image.raw image-converted.qcow

For example:
gemu-img convert -O gcow2 NSVPX-KVM-11.1-12.5_nc.raw NSVPX-KVM-11.1-12.5_nc.qcow

A typical Citrix ADC VPX deployment on KVM includes the following steps:

+ Checking prerequisites for Auto-Provisioning a Citrix ADC VPX Instance

+ Provisioning the Citrix ADC VPX Instance by Using a RAW Image

+ Provisioning the Citrix ADC VPX Instance by Usinga QCOW2 Image

+ Adding Additional Interfaces to a VPX Instance by using Virtual Machine Manager

Check prerequisites for auto-provisioning a Citrix ADC VPX instance

Auto-provisioning is an optional feature, and it involves using data from the CDROM drive. If this fea-
ture is enabled, you need not enter the management IP address, network mask, and default gateway
of the Citrix ADC VPX instance during initial setup.

You need to complete the following tasks before you can auto-provision a VPX instance:

1. Create a customized Open Virtualization Format (OVF) XML file or userdata file.
2. Convert the OVF file into an ISO image by using an online application (for example PowerlISO).
3. Mount the ISO image on the the KVM host by using any secure copy (SCP)-based tools.

Sample OVF XML file:

Here’s is an example of the contents an OVF XML file, which you can use as a sample to create your
file.

<?xml version="1.0"encoding="UTF-8”standalone="no”?>
<Environment xmlns:oe="http:

xmlns:xsi="http:

oe:id=""

xmlns="http:

xmlns:cs="http:

<PlatformSection>
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<Kind></Kind>
<Version>2016.1</Version>
<Vendor>VPX</Vendor>
<Locale>en</Locale>
</PlatformSection>
<PropertySection>
<Property oe:key="com.citrix.netscaler.ovfversion”oe:value="1.0"/>
<Property oe:key="com.citrix.netscaler.platform”oe:value="NSVPX”/>
<Property oe:key=""com.citrix.netscaler.orch_env’oe:value="KVM”/>
<Property oe:key=""com.citrix.netscaler.mgmt.ip”’oe:value="10.1.2.22”/>
<Property oe:key="com.citrix.netscaler.mgmt.netmask”oe:value="255.255.255.0”/>
<Property oe:key="com.citrix.netscaler.mgmt.gateway”oe:value=10.1.2.17/>
</PropertySection>

</Environment>

In the OVF XML file above, “PropertySection”is used for NetScaler networking configuration. When
you create the file, specify values for the parameters that are highlighted at the end of the example:

+ Management IP address
+ Netmask
« Gateway

Important

If the OVF file is not properly XML formatted, the VPX instance is assigned the default network
configuration, not the values specified in the file.

Provision the Citrix ADC VPX instance by using a RAW image
The Virtual Machine Manager enables you to provision a Citrix ADC VPX instancy by using a RAW im-
age.

To provision a Citrix ADC VPX instance by using the Virtual Machine Manager, follow these steps:

1. Open the Virtual Machine Manager (Application > System Tools > Virtual Machine Manager)
and enter the logon credentials in the Authenticate window.
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2. Clickthe ™ iconor right-click localhost (QEMU) to create a new Citrix ADC VPX instance.

7 ocathent Socaldomans {sdmin] = ke |

Virtual Machine H:njqn

File Edt View Help

Diseonunaedt

Dgtads

3. Inthe Name text box, enter a name for the new VM (for example, NetScaler-VPX).

4. In the New VM window, under “Choose how you would like to install the operating system,”
select Import existing disk image, and then and click Forward.
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Fle Edt View Help

=
MNama
verwitmt (D

Enter your vif tusl machine details

MName: | MetScaler VPN

Connecton: locslhost (GEMUMKVM)

Choase how you would like to install the operating system
Local install media (150 mage or COROM)
Metwork Install (HTTP, FTP, or NF3)
Metwork Boat [PXE)
a Import existing disk image

Cancel Forward

5. In the Provide the existing storage path field, navigate the path to the image. Choose the 0OS
type as UNIX and Version as FreeBSD 6.x. Then, click Forward.

E_— ——— = _Tj—ﬁr:é__

File Edt View Haelp

L=

Name

i ndberet [ESEH

Provide the existing stofage path

Pt t/imagesMSVPX-KVM-10.1-118.7.nc.row | Browie

Choose an operating system type and version

OS type:  UNIX ~

Veruon: |FresBSD 6.5 e

Cancel Back Forward
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6. Under Choose Memory and CPU settings select the following settings, and then click Forward:

« Memory (RAM)—2048 MB

o CPUs—2

File Edt View Help

=

=

MNarne
Liscinlbwnat (G IELY

Chooie Mamory and CPU settngs

Memary [RAM): | 2048 (2 MB

Lip ba FHASE MB swnlstdls an the haal

CPUs: | A5

Upie 1 I swsdabie

Cancel Back

Farward

7. Select the Customize configuration before install check box. Optionally, under Advanced
options you can you can customize the MAC address. Make sure the Virt Type selected is kvm
and the Architecture selected is x86_64. Click Finish.
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it mifeert [ GERMALE

Ready to begn installation of NetScaler-VPX
05; FreeBSD 6%
Install: Import existing O35 image
Memory: 2048 MB
CPUs: 2
Storage: 20,0 GB fear ABibwtimagei/NIVFX-KYVM-10.1-118 F_n

B Customize configuration before install

= Advanced options

Virtual network ‘default : NAT &

W Set a ficed MAC address

5254.00.0d22¢h |

vt o
Architeeture E:s&-&n k]

Cancel | | Back | | Fimisny |

8. Select a NIC and provide the following configuration:

+ Source device—ethX macvtap or Bridge
+ Device model—virtio
+ Source mode—Bridge
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e b et e i ke

I MetScaler=VPX Virtual Machinas I

Bagn installaton i Cancel

L] o
el iy WVirtwal Netwerk Intarface
Source devE | Mot device p255p1 macviap
QP - £ ool
B Boot i Do e model | wbo -
— MAC addrens: 555400004 27 <h
Source mode | Brdge -
L B Wirtusl port
[ .
R
Add Hur dwei s Rernove Cancel Apply

9. Click Apply.

10. If you want to auto-provision the VPX instance, see the section “Enabling Auto-Provisioning
by Attaching a CDROM Drive”in this document. Otherwise, click Begin Installation. After you
have provisioned the Citrix ADC VPX on KVM, you can add additional interfaces.

Provision the Citrix ADC VPX instance by using a QCOW2 image

Using the Virtual Machine Manager, you can provision the Citrix ADC VPX instance by using a QCOW?2

image.

To provision a Citrix ADC VPX instance by using a QCOW2 image, follow these steps:

1. Follow step 1 to step 8 in Provision the Citrix ADC VPX instance by using a RAW image.
Note: Ensure that you select qcow2 image in step 5.

2. Select Disk 1 and click Advanced options.

3. Select qcow2 from the Storage format drop-down list.
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test Virtual Machine A + K
r\r‘:.? Begin Installation x Cancel
B overview Virtual Disk
ij Processor Target device: EFTHI
Memory Source path: thomejdummy_dut/MNSVPX-KVM-11.1-12.5_nc.qoow
Storage size! 788.25 MB

jf} Boot Options
Readonly: [

B Disk1
D .

= NIC :48:bdiST

™ Input = Advanced options
g Display Spice Disk bus: | default :-
m Sound: default Serial number; |
N —
fes Console @;::wz D
@& Channel 7 Performanc [y
!' Videa Default Cache mode: | default =
10 mode; | default | &
= |10 Tuning
KBytes/Sac 10PS/Sec
Read: [0 1Bl 5
Write: [U : ] :‘:
Total: [0 ERD izl

- Tip: 'source’ refers to information seen from the host 0S,
< while 'target’ refers to information seen from the guest 05

4. Click Apply, and then click
Begin Installation. After you have provisioned the Citrix ADC VPX on KVM, you can add additional
interfaces.

Enable auto-provisioning by attaching a CDROM drive

1. Click Add Hardware > Storage > Device type > CDROM device.

2. Click Manage and selec the correct ISO file that you mounted in the “Prerequisites for Auto-
Provisioning a Citrix ADC VPX Instance” section, and click Finish. A new CDROM under Resources on
your Citrix ADC VPX instance is created.
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File Virtual Machine View Send o - .
L) Add Mew Virtual Hardware m
. 7
= &
virty [ Controller
= & Network i i i
u Pl R ot Create a disk image for the virtual machine
ﬁ CPUs ¥ ] Graphics |—2O'U d
@ Memory b B Sound 637.3 GiB available in the default location
Ss Boot Options Sto @ Serial 's! Select or create custom storage
i & Parallel
1<) IDE Disk 1 ) @ Console Manage... | |/root/kvm.iso
all
) IDE Disk 2 1 @ Channel
© IDECDROM1 b4 |5 USB Host Device Device type: |- COROM device ~ |
& ; e
NIC :ec:7e:3f E E‘Cc: Host Device Bus type: | IDE
= ideo
Mouse
B Watchdog ¥ Advanced options
== Keyboard @ Filesystem e -
Cache mode: | Hypervisor default «
! Display VNC = Smartcard
4¥ USB Redirecti
HF Sound: ich6 g TPM it
c;;, Serial 1 & RNG
£ Channel spice & Panic Notifier
Bl video oxL | @Cancel | | ofFinish |
Controller USB
Controller PCI
Controller IDE
Controller VirtlO Serial
| gaAdd Hardware | | =Remove | | 3Cancel | | SApply |

3. Power on the VPX instance, and it auto-provisions with the network configuration provided in the
OVF file, as shown in the example screen capture.
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File Virtual Machine WView Send Key

=g - He- = s

fiug 11 10:14:55 <local@.alert> ns restart[25781: Bestart: snetscalersmnsstart.sh
exited normally. Exit code (0)

Aug 11 10:14:55 <local@.alert> ns restartl25781: Successfully deregistered wit
h Pitboss

login: wsroot

Password:

Aug 11 10:15:04 <auth.notice*> ns login: ROOT LOGIN (nsroot) ON ttywd

Copyright (c) 1992-2013 The FreeBSD Project.

Copyright (c) 1979, 1980, 1983, 1986, 1988, 1989, 1991, 1992, 1993, 1994
The Regents of the University of California. All rights reserved.

Done
> sh ip

Ipaddress Traffic Domain Type Mode Arp Icmp
Userver State

10.1.2.22 NetScaler IP fActive Enabled Enab
led HA Enabled
Done
> Aiug 11 19:15:13 <local®.alert> ns restartl25781: Nsshutdown lock released !

4. If auto-provision fails, the instance comes up with the default IP address (192.168.100.1). In that
case, you need to complete the initial configuration manually. For more information, see Configuring
a NetScaler for the First Time.

Add additional interfaces to the Citrix ADC VPX instance by using Virtual Machine
Manager
After you have provisioned the NetScaler VPX instance on KVM, you can add additional interfaces.

To add additional interfaces, follow these steps.

1. Shut down the NetScaler VPX instance running on the KVM.

2. Right-click the VPX instance and choose Open from the pop-up menu.

3. Click the = iconin the header to view the virtual hardware details.

4. Click Add Hardware. In the Add New Virtual Hardware window, select Network from the
navigation menu.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 261


https://docs.netscaler.com/en-us/citrix-adc/12-1/getting-started-with-citrix-adc/configure-citrix-adc-first-time.html
https://docs.netscaler.com/en-us/citrix-adc/12-1/getting-started-with-citrix-adc/configure-citrix-adc-first-time.html

Citrix ADC 12.1

File Virtual Machine

View Send Key

-
Add New Virtual Hardware
Processor
B Memory \I.l' Input Please indicate how you'd like to connect your
ﬁ, Boot Options m Graphics new virtual network device to the host network
o b sound \

S 10F Tk & o Host device: Virtual network ‘default' : NAT 2
& NIC.0d22:ch ~&  Serial

B NIC a9 77 fe ~& Parallel MAC address: & |52:54:00:c3:9a:22

5 =% Channel
House ; Device model: | Hypervisor default &

= Display VNC A5 USB Host Device

!; Sound: ichB ﬁ; PCI Host Device

= Seral 1 “ Video

= Video ! Watchdog

. = F

! Controller USB i Filesystem

a’t Controller 1DE Gaad Smartcard

@}. USB Redirection
Cancel Finish

[ Security

Add Hardware

5. In Host Device field, select the physical interface type. The host device type can be either
Bridge or MacVTap. In case of MacVTap, four modes possible are VEPA, Bridge, Private and Pass-
through.

a) ForBridge
i. Host device—Select the “Specify shared device name”option.

ii. Provide the Bridge name that is configured in the KVM host.
Note: Make sure that you have configured a Linux bridge in the KVM host, bound the
physical interface to the bridge, and put the bridge in the UP state.
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File Virtual Machine View Send Key

-
: I Add New Virtual Hardware
| - Performance Tnig NetWOI"k
D Processor =
B Memory l.!l Input Please indicate how you'd like to connect your
J‘g Boot Options ] Graphics new virtual network device to the host network.
— IDEDisk1 ‘ S50 Host device: Specify shared device name & A
& NIC 0d:22:ch =4 Serial ' = :
B NIC 2977 0 ~& Parallel Bridge name: |br<dgel|
"y Mouse =f '“Channal MAC address: ) |52:54:00:¢3:9a:22

! Display VNC \_ﬁi USB Host Device

: 5
‘ Sound: ichs &3 PCI Host Device Device model: | wirtio v
G Serial 1 B video
! Video ! Watchdog
! Controller USB 3 Fitesystem
B controller IDE &5 Smartcard

'@ USB Redirection

Cancel Finish

P Security

Add Hardware

iii. Device model—virtio.
iv. Click Finish.
b) For MacVTap
i. Host device—Select the physical interface from the menu.

ii. Device model—virtio.
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Add Mew Virtual Hardware

Storage
e Network
L]
= | X
'L.J Input Please indicate how you'd like to connect your
(= Graphics new virtual network device to the host network.
@F Sound Host device: ; - .A. |
A DEV S Host device macvtap2 : macvtap |«
- Serial
Parallel MAC address: ¥ |52:54:00:fb:bbie5 |
=4 Channel _ e &
i Device model: ‘Vll’tlo ~ ‘
&% USB Host Device
Eﬁ:l PCl Host Device
B video
EF Watchdog
Fj Filesystem
Gz Smartcard

Cancel | Finish

iii. Click Finish. You can view the newly added NIC in the navigation pane.
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MetScaler-VPX Virtual Machine

File Virtual Machine View Send Key

—

5 Qverview
B performance

Virtual Network Interface

Source device:  Host device plpl : macviap
Q Processor
B Memory Dewvice model: | wrtio e
@9 Boot Options MAC address: 52:54:00:a9:77:fc
o |DE Disk 1 1

Source mode: | Default

_:' NIC:a9:77fc P Virtual port . =

Mouse Bridge
! Display VNC Private
‘ Sound: ichf Passthrough
G Serial 1 ———
! Video

E Controller USB
H Controller IDE

Add Hardware

Remove

iv. Select the newly added NIC and select the Source mode for this NIC. The available

V.

modes are VEPA, Bridge, Private, and Passthrough. For more details on the interface

and modes, see Source Interface and Modes.

Click Apply.

6. If you want to auto-provision the VPX instance, see the section “Adding a Config Drive to Enable
Auto-Provisioning”in this document. Otherwise, power on the VPX instance to complete the

initial configuration manually.

Important

Interface parameter configurations such as speed, duplex, and autonegotiation are not

supported.

Configure a Citrix ADC VPX instance to use SR-I0V network interfaces

August 20, 2024
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You can configure a Citrix ADC VPX instance running on Linux-KVM platform using single root 1/0 virtu-
alization (SR-10V) with the following NICs:

Intel 82599 10G
Intel X710 10G
Intel XL710 40G
Intel X722 10G

This section describes how to:

Configure a Citrix ADC VPX Instance to Use SR-IOV Network Interface
Configure Static LA/LACP on the SR-I0OV Interface
Configure VLAN on the SR-I0V Interface

Limitations

Keep the limitations in mind while using Intel 82599, X710, XL710, and X722 NICs. The following fea-
tures not supported.

Limitations for Intel 82599 NIC:

L2 mode switching.

Admin partitioning (shared VLAN mode).

High availability (active-active mode).

Jumbo frames.

IPv6: You can configure only up to 30 unique IPv6 addresses in a VPX instance if you’ve at least
one SR-I0V interface.

VLAN configuration on Hypervisor for SRIOV VF interface through “ip link”command is not sup-
ported.

Interface parameter configurations such as speed, duplex, and autonegotiations are not sup-
ported.

Limitations for Intel X710 10G, Intel XL710 40G, and Intel X722 10G NICs:

L2 mode switching.

Admin partitioning (shared VLAN mode).

In a cluster, Jumbo frames are not supported when the XL710 NIC is used as a data interface.
Interface list reorders when interfaces are disconnected and reconnected.

Interface parameter configurations such as speed, duplex, and auto negotiations are not sup-
ported.

Interface name is 40/X for Intel X710 10G, Intel XL710 40G, and Intel X722 10G NICs

Up to 16 Intel XL710/X710/X722 SRIOV or PCl passthrough interfaces can be supported on a VPX
instance.
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Note: For Intel X710 10G, Intel XL710 40G, and Intel X722 10G NICs to support IPv6, you need to
enable trust mode on the Virtual Functions (VFs) by typing the following command on the KVM

host:

# ip link set <PNIC> <VF> trust on

Example:

# ip link set ens785f1 vf O trust on

Prerequisites

Before you configure a Citrix ADC VPX instance to use SR-IOV network interfaces, complete the fol-
lowing prerequisite tasks. See the NIC column for details about how to complete the corresponding

tasks.

Task

1. Add the NIC to the KVM
host.

1. Download and install the
latest Intel driver.

1. Blacklist the driver on the
KVM host.

4.Enable SR-I0OV Virtual
Functions (VFs) on the KVM
host. In both the commands in
the next two columns:
number_of_VFs =the number of
Virtual VFs that you want to
create. device_name =the
interface name.

Intel 82599 NIC

IXGBE driver

Add the following entry in the
/etc/modprobe.d/blacklist.conf
file: blacklist ixgbevf. Use IXGBE
driver version 4.3.15
(recommended).

If you are using earlier version
of kernel 3.8, then add the
following entry to the
/etc/modprobe.d/ixgbe file and
restart the KVM host: *options
ixgbe max_vfs=*.If you are
using kernel 3.8 version or later,
create VFs using the following
command: *echo >
/sys/class/net//device/s-
riov_numvfs*. See example in
figure 1.

Intel X710, XL710, and X722
NICs

I140E driver

Add the following entry in the
/etc/modprobe.d/blacklist.conf
file: blacklist i40evf.Use i40e
driver version 2.0.26
(recommended).

If you are using earlier version
of kernel 3.8, then add the
following entry to the
/etc/modprobe.d/i40e.conf file
and restart the KVM
host:*options i40e max_vfs=".If
you are using kernel 3.8 version
or later, create VFs using the
following command: *echo >
/sys/class/net//device/s-
riov_numvfs*.See example in
figure 2.
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Task Intel 82599 NIC
See example in figure 3.
1. Make the VFs persistent P &
by adding the commands
that you used to create
VFs, to the rc.local file.
Important

Intel X710, XL710, and X722
NICs

See example in figure 3.

When you create the SR-IOV VFs, ensure that you do not assign MAC addresses to the VFs.

Figure 1: Enable SR-I0V VFs on the KVM host for Intel 82599 10G NIC.

= Terminal - root@ubuntu; fetc

File Edit View Terminal Tabs Help

e/sriov_numvfs
e/sriov numvfs

ass/net/ens3f@/dev
ass/net/ens3fl/devi
ubuntu:/etc# 1
@ Ethernet controller:
Ethernet Le
Ethernet controlle
Ethernet controlle

Intel Corporation
Intel Corporation

S 10-Gigabit SFI/SFP+ Network Connection (rev 01)
S 10-Gigabit SFI/SFP+ Network Co ]

Ethernet Controller Virtual Function (rev 01)
Ethernet Controller Virtual Function {(rev 081)

SR

ion {re
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Figure 4: Make the VFs persistent.

B Terminal - root@ubuntu; fetc SIS = e £

Filew Edit WView Terminal Tabs Help
root@ubuntu: /etc# cat /etc/rc.local

#!/bin/sh -e

t This script is executed at the end of each multiuser runlevel.
f Make sure that the script will “"exit 08" on success or any other
¢ value on error.

t In order to enable or disable this script just change the execution
bits.

# By default this script does nothing.

cho 1 > /sys/class/net/ens3f0/d ‘sriov_numvfs
1 > /sys/class/net/ens3fl/d ‘sriov_numvfs
¢}

ex
root@ubuntu: /etc#

Configure a Citrix ADC VPX instance to use SR-IOV network interface

To configure Citrix ADC VPX instance to use SR-IOV network interface by using Virtual Machine Manager,
complete these steps:

1. Power off the Citrix ADC VPX instance.

2. Select the Citrix ADC VPX instance and then select Open.
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. - S

Name » |CPU usage

 QEMUSENM

Shutoff

Demo_VPX I

3. Inthe <virtual_machine on KVM> window, select the i icon.
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| IDE Disk 1
NIC :7f:81:87

B sound:icne

& Serial 1

(= Channel spice

B video OxL
Controller USB
Controller PCI
Controller IDE
Controller VirtlO Serial

USB Redirector 1
USB Redirector 2

4, Select Add Hardware.
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ge

Controller
Network
Input
Graphics

- Sound
Serial
Parallel
Console
Channel
USB Host Device
PCl Host Device
Video
Watchdog
Filesystem
Smartcard
USB Redirection
TPM
RNG
Panic Notifier

Controller VirtiO Serial |
USB Redirector 1
USB Redirector 2

5. Inthe Add New Virtual Hardware dialog box, do the following:

a) Select PCI Host Device.
b) Inthe Host Device section, select the VF you have created and click Finish.

Figure 4: VF for Intel 82599 10G NIC
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Demo VPX. on OEMU/KYM o B X

File Virtual Machine View Send Key
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Storage
Controller
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Input
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Sound
Serial
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Console

wn: USB Host Device

PCI Host Device

Video

Watchdog
Filesystem
Smartcard

USB Redirection
TPM

2 RNG
% Panic Notifier

Add New Virtual Hardware

s J ii&;:i

PCl Device |

Host Device:
[UUUUTUUTIFG Tty Corporaton ColU7AYY Seres Chipset [nermal Sunsystant |
0000:01:00:0 Intel Corporation 1350 Gigabit Network Connection (Interface e
0000:01:00:1 Intel Corporation 1350 Gigabit Network Connection (Interface e |
0000:02:00:0 Intel Corporation 82599ES 10-Gigabit SFI/SFP+ Network Conne
0000:02:00:1 Intel Corporation 82599ES 10-Gigabit SFI/SFP+ Network Conne
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0000:03:00:0 Intel Corporation Ethernet Controller X710 for 10GbE SFP+ (Int
0000:03:00:1 Intel Corporation Ethernet Controller X710 for 10GbE SFP+ (Int
0000:03:00:2 Intel Corporation Ethernet Controller X710 for 10GbE SFP+ (Int
0000:03:00:3 Intel Corporation Ethernet Controller X710 for 10GbE SFP+ (Int
0000:06:00:0 ASPEED Technology, Inc. AST1150 PCI-to-PCl Bridge
0000:07:00:0 ASPEED Technology, Inc. ASPEED Graphics Family
0000:7F:08:0 Intel Corporation Xeon E7 v3/Xeon E5 v3/Core i7 QPI Link 0
0000:7F:08:2 Intel Corporation Xeon E7 v3/Xeon E5 w3/Core i7 QPI Link 0
0000:7F:08:3 Intel Corporation Xeon E7 v3/Xeon E5 v3/Core i7 QPI Link 0
0000:7F:0B:0 Intel Corporation Xeon E7 v3/Xeon E5 v3/Core i7 R3 QPI Link 0

| E3¥Cancel | | o Finish |
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Figure 5: VF for Intel XL710 40G NIC
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Figure 6: VF for Intel X722 10G NIC
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6. Repeat Step 4 and 5 to add the VFs that you have created.
7. Power on the Citrix ADC VPX instance.

8. After the Citrix ADC VPX instance powers on, use the following command to verify the configura-
tion:

show interface summary

The output shows all the interfaces that you configured.

Figure 6: output summary for Intel 82599 NIC.
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Wi Demo_VPX on QEMU/KYM Iiciic

File Virtual Machine View Send Key

e ile- =

» show interface summary

:54:00:7f:81:87 NetScaler UVirtual Interface
e?ie?i06:50:3f Intel 82599 106 VUF Interface
‘la:?1l:cc:aB:3e Intel 82599 106G VUF Interface

154:00:7f :81:87 Netscaler Loopback interface

Done

Configure static LA/LACP on the SR-1I0V interface
Important

When you are creating the SR-IOV VFs, ensure that you do not assign MAC addresses to the VFs.

To use the SR-IOV VFs in link aggregation mode, disable spoof checking for VFs that you have created.
On the KVM host, use the following command to disable spoof checking:

*xip link set \<interface\\_name\> vf \<VF\\_id\> spoofchk offx

Where:

« Interface_name —is the interface name.
» VF_id —is the Virtual Function id.

Example:

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 275



Citrix ADC 12.1

a Termina - rootubuntu: et

gdisc mg state UP mode DEFAULT group default glen 1800

(-state auto

AST,UP,LOWER_UP> mtu 1500 gqdisc mg state UP mode DEFAULT group default gqlen 1000
brd f:
,» spoof g on, link-state auto

/f @ spoofchk off

gqdisc mg state UP mode DEFAULT group default glen

mode DEFAULT group default qlen 1808

f 6 MAC
root@ubuntu

After you disable spoof checking for all the VFs that you have created. Restart the Citrix ADC VPX in-
stance and configure link aggregation. For detailed instructions, see Configuring Link Aggregation.

Configuring VLAN on the SR-10V Interface

You can configure VLAN on SR-IOV VFs. For detailed instructions, see Configuring a VLAN.
Important

Ensure that the KVM host does not contain VLAN settings for the VF interface.

Configure a Citrix ADC VPX instance to use PCI passthrough network
interfaces

August 20, 2024

After you have installed and configured a Citrix ADC VPX instance on the Linux-KVM platform, you can
use the Virtual Machine Manager to configure the virtual appliance to use PCI passthrough network
interfaces.

Prerequisites

« The firmware version of the Intel XL710 Network Interface Card (NIC) on the KVM Host is 5.04.
« The KVM Host supports input-output memory management unit (IOMMU) and Intel VT-d, and
they are enabled in the BIOS of the KVM Host. On the KVM Host, to enable IOMMU, add the
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following entry to the /boot/grub2/grub.cfg file:
intel_iommu=1

+ Execute the following command and reboot the KVM Host:
Grub2-mkconfig —o [boot/grub2/grub.cfg

To configure Citrix ADC VPX instances to use PCI passthrough network interfaces by using the
Virtual Machine Manager:

1. Power off the Citrix ADC VPX instance.

2. Select the Citrix ADC VPX instance and click Open.

A Virtual Machine Manager

File Edit View Help

Name v iCPU usage
» QEMU/KVM

Dema_VPX
) Shutoff

3. In the <virtual_machine on KVM> window, click theiicon.
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Wl Demo_VPX on QEMU/KVM
File Virtual Machine View Send Key
=@ b uer @
s Overview . Basic Details
l-] Performance Name: IDemo_VF)( |
g} CPUs UuID: 2f82dfal-ae7d-46bF-b63f-833387798cF0
Memary Status: B Shutoff (Destroyed)
-7 Boot Options Title: |
| IDE Disk 1 Description:
# NIC :7f:81:87
Mouse
| Keyboard
! Display VNC Hypervisor Details
HF Sound: iché Hypervisor: KVM
(= Serial 1 Architecture: x86_64
cafn Channel spice Emulator:  fusr/bin/kvm-spice
! Video QXL Firmware: BIOS
Chipset: i440FX
Controller USB e 1440
Controller PCI
Controller IDE A
Controller VirtlO Serial
(% USB Redirector 1
W% UsB Redirector 2
| dbAddHardware | Cantel=| [ Apply—
4. Click Add Hardware.
5. In the Add New Virtual Hardware dialog box, do the following:
a. Select PCI Host Device.
b. In the Host Device section, select the Intel XL710 physical function.
c. Click Finish.
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Wi Demo VPX on DEMUWEWVHM
File Virtual Machine View Send Key
IEI @ Wiy Add New Virtual Hardware . ;
B controller
Metwork Host Device:
| U Input 0000:00:1C:4 Intel Corporation C810/X98 series chipset PCl Express Root Por
B Graphics 0000:00:1D:0 Intel Corporation C610/X99 series chipset USB Enhanced Haost
i Sound 0000:00:1F:0 Intel Corporation C610/X99 series chipset LPC Controller
=G| serial 0000:00:1F:2 Intel Corparation C610/X99 series chipset 6-Port SATA Controlle
’ﬂi| Parallel 0000:00:1F:3 Intel Corporation C610/X99 series chipset SMBus Controller
4| Console 0000:00:1F:6 Intel Corporation CE10/X99 series chipset Thermal Subsystem
B Keyh ”'-Gi Channel . 0000:01:00:0 Intel Corporation 1350 Gigabit Network Connection (Interface g
[ USB Host Device 0000:01:00:1 Intel Corporation 1350 Gigabit Network Connection (Interface e
I Disp 0000:03:00:0 Intel Corparation Ethernet Controller XL710 for 40GbE QSFP+ (
=y Seria - Video 0000:05:00:0 Intel Corporation Ethernet Controller XL710 for 40GbE QSFP+ (
(Il vided B watchdog 0000:09:00:0 ASPEED Technology, Inc. AST1150 PCI-to-PCI Bridge
jF ot |l Filesystem 0000:0A:00:0 ASPEED Technology, Inc. ASPEED Graphics Family
| | Smartcard 0000:7F:08:0 Intel Corporation Xeon E7 w3/Xeon ES v3/Core i7 QPI Link O
EF Conti @ USB Redirection 0000:7F:08:2 Intel Corporation Xeon E7 w3/Xeon E5 v3/Core i7 QP Link 0
m Conti (&3 TPM 0000:7F:08:3 Intel Corporation Xeon E7 v3/Xeon E5 v3/Core i7 QPI Link 0
" RNG 0000:7F:0B:0 Intel Corporation Xeon E7 v3/Xeon ES v3/Core i7 R3 QPI Link 0
RERIC-Notiter |0000:7F:08:1 Intel Corporation Xeon E7 v3/Xeon E5 v3/Core i7 R3 QP! Link 0 |
Cancel | Finish
¥ [s| dwart

6. Repeat steps 4 and 5 to add any additional Intel XL710 physical functions.
7. Power on the Citrix ADC VPX instance.

8. Once the Citrix ADC VPX instance powers on, you can use the following command to verify the
configuration:

> show interface summary

The output should show all the interfaces that you configured:
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Press Control_L+Alt_L to release pointer. NetScaler-VPX on QEMU/KVM 4

File: Virtual Machine View Send Key

*» show interface summary

Suffix

1500 Z T3 87 7e HetScaler Virtual Interface
1566 Bc:cd:7a:Be:hB:2d Intel XL718, SR, 10 Ghit
1566 Bc:c4:7a:Be: e Intel XL?16, SR, 10 Ghit
150606 Je :dt Intel XL?718 406hit Interface
1566 Jf 087 Hetscaler Loopback interface

Done

Provision the Citrix ADC VPX instance by using the virsh program

August 21, 2024

The virsh program is a command line tool for managing VM Guests. Its functionality is similar to that
of Virtual Machine Manager. It enables you to change a VM Guest’s status (start, stop, pause, and so
on), to set up new Guests and devices, and to edit existing configurations. The virsh program is also
useful for scripting VM Guest management operations.

To provision Citrix ADC VPX by using the virsh program, follow these steps:

1. Usethetarcommand to untarthe the Citrix ADCVPX package. The NSVPX-KVM-*_nc.tgz package
contains following components:

+ The Domain XML file specifying VPX attributes [NSVPX-KVM-*_nc.xml]
+ Check sum of NS-VM Disk Image [Checksum.txt]
+ NS-VM Disk Image [NSVPX-KVM-*_nc.raw]

Example:

tar —-xvzf NSVPX-KVM-10.1-117_nc.tgz
NSVPX-KVM-10.1-117_nc.xml
NSVPX-KVM-10.1-117_nc.raw
checksum.txt
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2. Copy the NSVPX-KVM-*_nc.xml XML file to a file named <DomainName>-NSVPX-KVM-*_nc.xml.
The <DomainName> is also the name of the virtual machine. Example:

cp NSVPX-KVM-10.1-117_nc.xml NetScaler-VPX-NSVPX-KVM-10.1-117_nc.
xml

3. Edit the <DomainName>-NSVPX-KVM-*_nc.xml file to specify the following parameters:

« name—Specify the name.

+ mac—Specify the MAC address.
Note: The domain name and the MAC address have to be unique.

« sourcefile—Specify the absolute disk-image source path. The file path has to be absolute.
You can specify the path of the RAW image file or a QCOW2 image file.
If you want to specify a RAW image file, specify the disk image source path as shown in the

following example:

Example:
* \<name\>NetScaler-VPX\</name\>
\<mac address='52:54:00:29:74:b3"'/\>
\<source file='/root/NSVPX-KVM-10.1-117\_nc.raw'
/\>*

Specify the absolute QCOW?2 disk-image source path and define the driver type as qcow2,

as shown in the following example:

Example:
* \<name\>NetScaler-VPX\</name\>
\<mac address='52:54:00:29:74:b3"'/\>
\<driver name ='gemu' type='qcow2'/\>
\<source file='/root/NSVPX-KVM-10.1-117\_nc.qcow'
/\>*

1. Edit the <DomainName>-NSVPX-KVM-*_nc.xml file to configure the networking details:

+ source dev—specify the interface.
« mode—specify the mode. The default interface is Macvtap Bridge.

Example: Mode: MacVTap Bridge Set target interface as ethx and mode as bridge Model type as
virtio

<interface type='direct'>
<mac address='52:54:00:29:74:b3"'/>
<source dev='eth0' mode='bridge'/>
<target dev='macvtapo'/>
<model type='virtio'/>
<alias name='net0'/>
<address type='pci' domain='0Ox0000' bus='0x00' slot='0Ox03"'

function='0x0"/>
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</interface>

Here, eth0 is the physical interface attached to the VM.

2. Definethe VM attributes in the <DomainName>-NSVPX-KVM-*_nc.xml file by using the following
command: virsh define <DomainName>-NSVPX-KVM-*_nc.xml Example:

virsh define NS-VPX-NSVPX-KVM-10.1-117_nc.xml

Start the VM by entering following command: ] Example
virsh start [

virsh start NetScaler-VPX

Connect the Guest VM through ] Example
the console virsh console [

2
. virsh console NetScaler-VPX

Add additional interfaces to Citrix ADC VPX instance using virsh program

After you have provisioned the Citrix ADC VPX on KVM, you can add additional interfaces.

To add additional interfaces, follow these steps:

1. Shut down the Citrix ADC VPX instance running on the KVM.

Edit the -NSVPX-KVM-*_nc.xml file using the ]
command: virsh edit [

2.

3. Inthe <DomainName>-NSVPX-KVM-*_nc.xml file, append the following parameters:

a) For MacVTap

« Interface type—Specify the interface type as ‘direct’.

+ Mac address—Specify the Mac address and make sure the MAC address is unique
across the interfaces.

« source dev—Specify the interface name.

+ mode—Specify the mode; the modes supported are - Bridge, VEPA, Private, and Pass-
through
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« model type—Specify the model type as virtio
Example:
Mode: MacVTap Pass-through

Set target interface as
ethx, Mode as
bridge, and model type as
virtio
<interface type='direct'>
<mac address='52:54:00:29:74:b3"'/>
<source dev='ethl' mode='passthrough'/>

<model type='virtio'/>
</interface>

Here eth1 is the physical interface attached to the VM.
For Bridge Mode

Note: Make sure that you have configured a Linux bridge in the KVM host, bound the phys-
ical interface to the bridge, and put the bridge in the UP state.

+ Interface type—Specify the interface type as ‘bridge’.

+ Mac address—Specify the Mac address and make sure the MAC address is unique
across the interfaces.

« source bridge—Specify the bridge name.

« model type—Specify the model type as virtio

Example: Bridge Mode

<interface type='bridge'>
<mac address='52:54:00:2d:43:a4"'/>
<source bridge='bro'/>
<model type='virtio'/>
</interface>

Manage the Citrix ADC VPX guest VMs

August 21,2024

You can use the Virtual Machine Manager and the virsh program to perform management tasks such

as starting or stopping a VM Guest, setting up new guests and devices, editing existing configurations,

and connecting to the graphical console through Virtual Network Computing (VNC).
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Manage the VPX guest VMs by using Virtual Machine Manager

+ List the VM guests

The main Window of the Virtual Machine Manager displays a list of all the VM Guests for each VM
host server it is connected to. Each VM Guest entry contains the virtual machine’s name, along
with its status (Running, Paused, or Shutoff) displayed as icon.

+ Open a graphical console

Opening a Graphical Console to a VM Guest enables you to interact with the machine like you
would with a physical host through a VNC connection. To open the graphical console in the
Virtual Machine Manager, right-click the VM Guest entry and select the Open option from the
pop-up menu.

« Start and shut down a guest

You can start or stop a VM Guest from the Virtual Machine Manager. To change the state of the
VM, right-click the VM Guest entry and select Run or one of the Shut Down options from the
pop-up menu.

T imeathom Soc skl (admin) ol =
| .

| Virtusl Machine Manager

Open

+ Reboot a guest

You can reboot a VM Guest from the Virtual Machine Manager. To reboot the VM, right-click the
VM Guest entry, and then select Shut Down > Reboot from the pop-up menu.
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+ Delete a guest

Deleting a VM Guest removes its XML configuration by default. You can also delete a guest’s
storage files. Doing so completely erases the guest.

1. Inthe Virtual Machine Manager, right-click the VM Guest entry.

2. Select Delete from the pop-up menu. A confirmation window opens.
Note: The Delete option is enabled only when the VM Guest is shut down.

3. Click Delete.

4. To completely erase the guest, delete the associated .raw file by selecting the Delete Asso-
ciated Storage Files check box.

Manage the Citrix ADC VPX guest VMs using the virsh program

« List the VM Guests and their current states.

To use virsh to display information about the Guests

virsh list—all

The command output displays all domains with their states.
Example output:

Id Name State
0 Domain-0 running
1 Domain-1 paused
2 Domain-2 inactive
3 Domain-3 crashed

« Open avirsh console.

Connect the Guest VM through the console

virsh console [<DomainID> | <DomainName> | <DomainUUID>]
Example:

virsh console NetScaler-VPX

+ Start and shut down a guest.

Guests can be started using the DomainName or Domain-UUID.
virsh start [<DomainName> | <DomainUUID>]

Example

virsh start NetScaler-VPX

To shut down a guest:

virsh shutdown [<DomainID> | <DomainName> | <DomainUUID>]
Example:

virsh shutdown NetScaler-VPX
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+ Reboot a guest

virsh reboot [<DomainID> | <DomainName> | <DomainUUID>]
Example:
virsh reboot NetScaler-VPX

Delete a guest

To delete a Guest VM you need to shut-down the Guest and un-define the
<DomainName>-NSVPX-KVM-*_nc.xml before you run the delete command.

virsh shutdown [<DomainID> | <DomainName> | <DomainUUID>]
virsh undefine [<DomainName> | <DomainUUID>]

Example:

virsh shutdown NetScaler-VPX
virsh undefine NetScaler-VPX

Note: The delete command doesn’t remove disk image file which needs to be removed manu-
ally.

Provision the Citrix ADC VPX instance with SR-I0V, on OpenStack

August 20, 2024

You can deploy high-performance Citrix ADC VPX instances that use single-root 1/0 virtualization (SR-
I0V) technology, on OpenStack.

You can deploy a Citrix ADC VPX instance that uses SR-I0V technology, on OpenStack, in three steps:

« Enable SR-I0V Virtual Functions (VFs) on the host.
+ Configure and make the VFs available to OpenStack.
« Provision the Citrix ADC VPX on OpenStack.

Prerequisites

Ensure that you:

« Add the Intel 82599 Network Interface Card (NIC) to the host.

« Download and Install the latest IXGBE driver from Intel.

« Blacklist the IXGBEVF driver on the host. Add the following entry in the /etc/mod-
probe.d/blacklist.conf file: blacklist ixgbevf
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Note

The ixgbe driver version should be minimum 5.0.4.

Enable SR-IOV VFs on the host

Do one of the following steps to enable SR-IOV VFs:

« If you are using a kernel version earlier than 3.8, add the following entry to the /etc/mod-
probe.d/ixgbe file and restart the host: options ixgbe max_vfs=<number_of_VFs>

« If you are using kernel 3.8 version or later, create VFs by using the following command:

echo <number_of_VFs> > /sys/class/net/<device_name>/device/
sriov_numvfs

Where:

« number_of_VFs is the number of Virtual Functions that you want to create.
« device_name is the interface name.

Important

While you are creating the SR-I0V VFs, make sure that you do not assign MAC addresses to the
VFs.

Here is an example of four VFs being created.

5 Terminal - root@ubuntu: jetc SR

File Edit View Terminal Tabs Help
root@ubuntu: /etc# > /sy ass/net/ens3fl/device/sriov _numvfs
root@ubuntu: /etc# > /sy s/net/ens3fl/device/sriov numvfs

ci |
Ethernet controller: Intel ati 10-Gigabit SFI/SFP+ Network Connection (rewv 81)
Ethernet controller: ati gabit SFI/SFP+ Network Connection {rev 01)

Ethernet controller: Intel Corporation Ethernet Controller Virtual Function (rev 01)
Ethernet controller: Intel Corporation Ethernet Controller Virtual Function {(rev 081)

root@ubuntu: /etc#

Make the VFs persistent, add the commands that you used to created VFs to the rc.local file. Here is
an example showing contents of rc.local file.
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= =
Terminal - root@ubuntu; fetc SR

File Edit View Terminal Tabs Help
root@ubuntu: /etc# cat /etc/rc.local

#
# This script is executed at the end of each multiuser runlevel.

# Make sure that the script will "exit 0" on success or any other

# value on error.

#

# In order to enable or disable this script just change the execution
# bits.

sriov_numvfs
ce/sriov_numvfs

Iroot@ubuntu:;‘etc#

For more information, see this Intel SR-IOV Configuration Guide.

Configure and make the VFs available to OpenStack

Follow the steps given at the link below to configure SR-IOV on OpenStack: https://wiki.openstack.o
rg/wiki/SR-10V-Passthrough-For-Networking.

Provision the Citrix ADC VPX instance on OpenStack

You can provision a Citrix ADC VPX instance in an Openstack environment by using the OpenStack
CLL.

Provisioning a VPX instance, optionally involves using data from the config drive. The config driveis a
special configuration drive that attaches to the instance when it boots. This configuration drive can be
used to pass networking configuration information such as management IP address, network mask,
and default gateway etc. to the instance before you configure the network settings for the instance.

When OpenStack provisions a VPX instance, it first detects that the instance is booting in an OpenStack
environment, by reading a specific BIOS string (OpenStack Foundation) that indicates OpenStack. For
Red Hat Linux distributions, the string is stored in /etc/nova/release. This is a standard mechanism
that is available in all OpenStack implementations based on KVM hyper-visor platform. The drive
should have a specific OpenStack label. If the config drive is detected, the instance attempts to read
the following information from the file name specified in the nova boot command. In the procedures
below, thefile is called “userdata.txt.”

+ Management IP address
+ Network mask
+ Default gateway

Once the parameters are successfully read, they are populated in the NetScaler stack. This helps in
managing the instance remotely. If the parameters are not read successfully or the config drive is not
available, the instance transitions to the default behavior, which is:
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+ Theinstance attempts to retrieve the IP address information from DHCP.
« If DHCP fails or times-out, the instance comes up with default network configuration
(192.168.100.1/16).

Provision the Citrix ADC VPX instance on OpenStack through CLI

You can provision a VPX instance in an OpenStack environment by using the OpenStack CLI. Here’s
the summary of the steps to provision a Citrix ADC VPX instance on OpenStack:

1. Extracting the .qcow?2 file from the .tgz file

2. Building an OpenStack image from the qcow2 image

3. Provisioning a VPX instance

To provision a VPX instance in an OpenStack environment, do the following steps.
1. Extract the. gcow2 file from the .tgz file by typing the command:

tar xvzf <TAR file>

tar xvzf NSVPX-KVM-12.0-26.2_nc.tgz
NSVPX-KVM.xml
NSVPX-KVM-12.0-26.2_nc.qcow2

2. Build an OpenStack image using the .qcoz2 file extracted in step 1 by typing the following com-
mand:

glance image-create —-name="<name of the OpenStack image>" --
property hw_disk_bus=ide --is-public=

true --container-format=bare --disk-format=qcow2< <name of the
qcow2 file>

glance image-create --name='"NS-VPX-12-0-26-2" --property
hw_disk_bus=ide —--is-public=

true --container-format=bare --disk-format=gqcow2< NSVPX-KVM-12.0-
26.2_nc.qcow?2

The following illustration provides a sample output for the glance image-create command.
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e e e T
| Property | Value

o e
| checksum | 735daedeabed4b6e39ed3f@acfba®’le?55

| container_format | bare

| created_at | 2017-02-16T10:03:29Z

| disk_format | gcow?2

| hw_disk_bus | 1de

| 1d | aeaal3e9-b49b-411c-ab54-c61820a8e2f3
| min_disk | @

| min_ram | @

| name | NSVPX-KVM-12.0-26.2

| owner | @6c41a73b32f4b48af55359fd7d3502c¢

| protected | False

| size | 717946880

| status | active

| tags | []

| updated_at | 2017-02-16T10:03:38Z

| virtual_size | None

| visibility | private

e e e

3. After an OpenStack image is created, provision the Citrix ADC VPX instance instance.

nova boot —--image NSVPX-KVM-12.0-26.2 --config-drive=true -—-
userdata

./userdata.txt --flavor ml. medium --nic net-id=3b258725-ecaae-

455e-a5de-371d6d1f349f --nic port-id=218ba819-9f55-4991-adb6-

02086a6bdee2 NSVPX-10

In the above command, userdata.txt is the file which contains the details like, IP address, netmask,
and default gateway for the VPX instance. The userdata file is a user customizable file. NSVPX-KVM-
12.0-26.2 is the name of the virtual appliance that you want to provision. —nic port-id=218ba819-9f55-
4991-adb6-02086a6bhdee2 is the OpenStack VF.

The following illustration gives a sample output of the nova boot command.
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| Property | Value |
B T Y Ty
| 0S-DCF:diskConfig | MANUAL |
| OS-EXT-AZ:availability_zone | |
| OS-EXT-SRV-ATTR:host | - |
| OS-EXT-SRV-ATTR:hypervisor_hostname | - |
| OS5-EXT-SRV-ATTR:1instance_name | 1nstance-23000883c |
| OS-EXT-STS:power_state | @ |
| QS-EXT-5TS5:task_state | scheduling |
| OS-EXT-STS:vm_state | building |
| 0S-SRV-USG:launched_at | - |
| 05-SRV-USG:terminated_at | |
| accessIPv4 | |
| accessIPvb | |
| adminPass | 43EjPdMSshLz |
| config_drive | True |
| created | 2017-02-20711:53:37Z |
| flavor | ml.medium (3) |
| hostld | |
| 1d | 6b9fH968-aab9-463c-bb19-d58c73db3187 |
| 1mage | NSVPX-KVM-12.9-20.2 (a5478b8a-8435-4B8d1-b4a@-1494e2cB8f8b1) |
| key_name | - |
| metadata | {3} |
| name | NSVPX-1@ |
| os-extended-volumes:volumes_attached | [] |
| progress | @ |
| security_groups | default |
| status | BUILD |
| tenant_id | @6c41a73b32f4b48af55359fd7d3502c |
| updated | 2017-02-20T711:53:382 |
| user_id | 418524F7101b4f0@389%ecbb36dal%916b5 |

The following illustration shows a sample of the userdata.txt file. The values within the <PropertySec-
tion></PropertySection>tags are the values which is user configurable and holds the information like,
IP address, netmask,and default gateway.

<?xml version="1.0" encoding="UTF-8" standalone="no"?>

<Environment xmlns:oe="http://schemas.dmtf.org/ovf/environment/1"

xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance"

oe:id=""

xmlns="http://schemas.dmtf.org/ovf/environment/1">

<PlatformSection>

<Kind>NOVA</Kind>

<Version>2013.1</Version>

<Vendor>0Openstack</Vendor>

<Locale>en</Locale>

</PlatformSection>

<PropertySection>

<Property oe:key="com.citrix.netscaler.ovf.version" oe:value="1.0"
/>

<Property oe:key="com.citrix.netscaler.platform" oe:value="vpx"/>

citrix.com 4

<Property oe:key="com.citrix.netscaler.orch_env"

oe:value="openstack-orch-env"/>

<Property oe:key='"com.citrix.netscaler.mgmt.ip"

oe:value="10.1.0.100"/>

<Property oe:key="com.citrix.netscaler.mgmt.netmask"

oe:value="255.255.0.0"/>
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<Property oe:key="com.citrix.netscaler.mgmt.gateway"
oe:value="10.1.0.1"/>

</PropertySection>

</Environment>

Additional supported Configurations: Creating and Deleting VLANs on SR-10V VFs from the
Host

Type the following command to create a VLAN on the SR-IOV VF:

ip link show enp8s0f® vf 6 vlan 10

In the above command “enp8s0f0”is the name of the physical function.

Example: vlan 10, created on vf 6

4: enpBsOf@: <BROADCAST MULTICAST,UP,LOWER_UP> mtu 1580 qdisc mg state UP mode DEFAULT glen 1200
link/ether 80:1b:21:7b:d7:88 brd ff:FF Ff:FF:FF:FF
vf @ MAC 00:00:00:00:00:08, spocf checking on, link-state ocuto, trust off
vf 1 MAC 00:00:00:00:00:00, spoof checking on, link-state guto, trust off
vf MAC 00:00:00:00:00:00, spoof checking on, link-state auto, trust off

2
vf 3 MAC fa:16:3e:1le:@b:ee, spoof checking on, link-state guto, trust off
vf 4

MAC fa:16:3e:0d:@5:62, spoof checking on, link-state auto, trust off
: e 04 20 - de - f2 . becking on, link-state outo, trust off
vian vof checking on, link-state outo, trust off
3 on, link-state outo, trust off

Type the following command to delete a VLAN on the SR-IOV VF:

ip link show enp8s0f® vf 6 vlan 0

Example: vlan 10, removed from vf 6

[reot®lecalhost ~]# ip link show enp8s0f@
4: enp8s@f@: <BROADCAST,MULTICAST, UP,LONER_UP> mtu 1500 gdisc mg state UP mode DEFAULT glen 1200
link/ether 80:1b:21:7b:d7:88 brd ff.ff:FF . FF:FF;Ff
vf @ MAC €0:00:00:00:00:00, spoof checking on, link-state auto, trust off
vf 1 MAC ©0:00:00:00:00:00, spoof checking on, link-state auto, trust off
vf 2 MAC 00:00:00:00:00:00, spoof checking on, link-state auto, trust off
vf 3 MAC fa:16:3e:1le:0b:ee, spoof checking on, link-state aute, trust off
vf 4 MAC fa:16:3e:0d:05:62, spoof checking on, link-state auto, trust off
E ’ A AL (d. 2. de £2 checking on, link-state auto, trust off
flchecking on, link-state guto, trust off
checking on, link-state outo, trust off

These steps complete the procedure for deploying a Citrix ADC VPX instance that uses SRIOV technol-
ogy, on OpenStack.
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Configure a Citrix ADC VPX instance on KVM to use OVS DPDK-based host
interfaces

August 20, 2024

You can configure a Citrix ADC VPX instance running on KVM (Fedora and RHOS) to use Open vSwitch
(OVS) with Data Plane Development Kit (DPDK) for better network performance. This document de-
scribes how to configure the Citrix ADC VPX instance to operate on the vhost-user ports exposed by
OVS-DPDK on KVM host.

OVS is a multilayer virtual switch licensed under the open-source Apache 2.0 license. DPDK is a set of
libraries and drivers for fast packet processing.

The following Fedora, RHOS, OVS, and DPDK versions are qualified for configuring a Citrix ADC VPX
instance:

Fedora RHOS

Fedora 25 RHOS 7.4
0OvVS2.7.0 0vVS2.6.1
DPDK 16.11.12 DPDK 16.11.12
Prerequisites

Before you install DPDK, make sure the host has 1 GB hugepages.

For more information, see this DPDK system requirements documentation.
Here is the summary of the steps required to configuring a Citrix ADC VPX Instance on KVM to use OVS
DPDK-based host interfaces:

« Install DPDK.

« Build and Install OVS.

+ Create an OVS bridge.

+ Attach a physical interface to the OVS bridge.

« Attach vhost-user ports to the OVS data path.

+ Provision a KVM-VPX with OVS-DPDK based vhost-user ports.

Install DPDK

To install DPDK, follow the instruction given at this Open vSwitch with DPDK document .
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Build and install OVS

Download OVS from the OVS download page. Next, build and install OVS by using a DPDK datapath.
Follow the instructions given in the Installing Open vSwitch document.

For more detailed information, DPDK Getting Started Guide for Linux.

Create an OVS bridge

Depending on your need, type the Fedora or RHOS command to create an OVS bridge:

Fedora command:

> $OVS_DIR/utilities/ovs-vsctl add-br ovs-br® -- set bridge ovs-bro
datapath_type=netdev

RHOS command:

ovs-vsctl add-br ovs-br@®@ -- set bridge ovs-br@ datapath_type=netdev

Attach physical interface to the OVS bridge

Bind the ports to DPDK and then attach them to the OVS bridge by typing the following Fedora or
RHOS commands:

Fedora command:

> SOVS_DIR/utilities/ovs-vsctl add-port ovs-br® dpdk@ -- set Interface
dpdk® type=dpdk options:dpdk-devargs=0000:03:00.0

> SOVS_DIR/utilities/ovs-vsctl add-port ovs-br0 dpdkl -- set Interface
dpdkl type=dpdk options:dpdk-devargs=0000:03:00.1

RHOS command:

ovs-vsctl add-port ovs-br0 dpdk® -- set Interface dpdk0 type=dpdk
options:dpdk-devargs=0000:03:00.0

ovs-vsctl add-port ovs-br0® dpdkl -- set Interface dpdkl type=dpdk
options:dpdk-devargs=0000:03:00.1

The dpdk-devargs shown as part of options specifies the PCI BDF of the respective physical NIC.

Attach vhost-user ports to the OVS data path

Type the following Fedora or RHOS commands to attach vhost-user ports to the OVS data path:
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Fedora command:

> SOVS_DIR/utilities/ovs-vsctl add-port ovs-br® vhost-userl -- set

Interface vhost-userl type=dpdkvhostuser -- set Interface vhost-
userl mtu_request=9000

> SOVS_DIR/utilities/ovs-vsctl add-port ovs-br® vhost-user2 -- set

Interface vhost-user2 type=dpdkvhostuser -- set Interface vhost-
user2 mtu_request=9000

chmod gt+w /Jusr/local/var/run/openvswitch/vhostx

RHOS command:

ovs-vsctl add-port ovs-br0® vhost-userl -- set Interface vhost-userl
type=dpdkvhostuser -- set Interface vhost-userl mtu_request=9000

ovs-vsctl add-port ovs-br® vhost-user2 -- set Interface vhost-user2
type=dpdkvhostuser -- set Interface vhost-user2 mtu_request=9000

chmod g+w /var/run/openvswitch/vhostx

Provision a KVM-VPX with OVS-DPDK-based vhost-user ports

You can provision a VPX instance on Fedora KVM with OVS-DPDK-based vhost-user ports only from CLI
by using the following QEMU commands:
Fedora command:

gemu-system-x86_64 -name KVM-VPX -cpu host -enable-kvm -m 4096M \

-object memory-backend-file,id=mem,size=4096M,mem-path=/dev/hugepages,
share=on -numa node,memdev=mem \

-mem-prealloc -smp sockets=1,cores=2 -drive file=<absolute-path-to-disc
-image-file>,if=none,id=drive-ide0-0-0,format=<disc-image-format> \

-device ide-drive,bus=ide.0,unit=0,drive=drive-ide0-0-0,id=1de0-0-0,
bootindex=1 \

-netdev type=tap,id=hostnet0,script=no,downscript=no,vhost=on \

—-device virtio-net-pci,netdev=hostnet0,id=netO®,mac=52:54:00:3c:d1l:ae,
bus=pci.0,addr=0x3 \

-chardev socket,id=char0,path=</usr/local/var/run/openvswitch/vhost-
userl> \

-netdev type=vhost-user,id=mynetl,chardev=char0,vhostforce -device
virtio-net-pci,mac=00:00:00:00:00:01,netdev=mynetl,mrg_rxbuf=on \
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-chardev socket,id=charl,path=</usr/local/var/run/openvswitch/vhost-

user2> \

-netdev type=vhost-user,id=mynet2,chardev=charl,vhostforce -device

virtio—-net

pci,mac=00:00:00:00:00:02,netdev=mynet2,mrg_rxbuf=on \

--nographic

For RHOS, use the following sample XML file to provision the Citrix ADC VPX instance, by using virsh.

<domain type="kvm’>

<name>dpdk-vpxl</name>
<uuid>aedb844b-f6bc-48e6-a4c6-36577f2d68d6</uuid>
<memory unit="KiB’>16777216</memory>
<currentMemory unit="KiB’>16777216</currentMemory>
<memoryBacking>

<hugepages>

<page size="1048576’unit="KiB’/>

</hugepages>
</memoryBacking>
<vcpu placement="static’>6</vcpu>
<cputune>

<shares>4096</shares>

<vcpupin vcpu="0’cpuset="0"/>

<vcpupin vcpu="1’cpuset="2"/>

<vcpupin vcpu="2’cpuset="4’/>

<vcpupin vcpu=’3’cpuset="6"/>

<emulatorpin cpuset="0,2,4,6"/>
</cputune>
<numatune>

<memory mode="strict’nodeset="0"/>
</numatune>

<resource>
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<partition>/machine</partition>
</resource>

<Q0S>

<type arch="x86_64"machine="pc-i440fx-rhel7.0.0’>hvm</type>

<boot dev="hd’/>
</os>
<features>
<acpi/>
<apic/>
</features>
<cpu mode="custom’match="minimum’check="full’>
<model fallback="allow’>Haswell-noTSX</model>
<vendor>Intel</vendor>
<topology sockets="1’cores="6"threads="1"/>
<feature policy="require’name="ss’ />
<feature policy="require’name="pcid’/>
<feature policy="require’name="hypervisor’/>
<feature policy="require’name="arat’/>
<domain type="kvm’>
<name>dpdk-vpxl</name>
<uuid>aedb844b-f6bc-48e6-a4c6-36577f2d68d6</uuid>
<memory unit="KiB’>16777216</memory>
<currentMemory unit="KiB’>16777216</currentMemory>
<memoryBacking>
<hugepages>
<page size="1048576’unit="KiB’/>
</hugepages>
</memoryBacking>

<vcpu placement=’static’>6</vcpu>
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<cputune>
<shares>4096</shares>
<vcpupin vepu="0’cpuset="0"/>
<vcpupin vcpu="1’cpuset="2’/>
<vcpupin vcpu="2’cpuset="4"/>
<vcpupin vcpu=’3’cpuset="6"/>
<emulatorpin cpuset="0,2,4,6’/>

</cputune>

<numatune>
<memory mode="strict’nodeset="0"/>

</numatune>

<resource>
<partition>/machine</partition>

</resource>

<Q0S>

<type arch="x86_64’machine="pc-i440fx-rhel7.0.0’>hvm</type>

<boot dev="hd’/>

</os>

<features>
<acpi/>
<apic/>

</features>

<cpu mode="custom’match="minimum’check="full’>
<model fallback="allow’>Haswell-noTSX</model>
<vendor>Intel</vendor>
<topology sockets="1’cores="6"threads="1"/>
<feature policy="require’name="ss’ />
<feature policy="require’name="pcid’/>

<feature policy="require’name="hypervisor’/>

© 1999-2024 Cloud Software Group, Inc. All rights reserved.

298



Citrix ADC 12.1

<feature policy="require’name="arat’/>
<feature policy="require’name="tsc_adjust’/>
<feature policy="require’name="xsaveopt’/>
<feature policy="require’name="pdpelgh’/>
<numa>
<cellid="0’cpus="0-5’memory="16777216’unit="KiB’memAccess="shared’/>
</numa>
</cpu>
<clock offset="utc’/>
<on_poweroff>destroy</on_poweroff>
<on_reboot>restart</on_reboot>
<on_crash>destroy</on_crash>
<devices>
<emulator>/usr/libexec/qemu-kvm</emulator>
<disk type="file’device="disk’>
<driver name="gemu’type="qcow2’cache="none’/>
<source file="/home/NSVPX-KVM-12.0-52.18_nc.qcow2’/>
<target dev="vda’bus="virtio’/>
<address type="pci’domain="0x0000’bus="0x00’slot="0x07’function="0x0’/>
</disk>
<controller type=’ide’index="0">
<address type="pci’domain="0x0000’bus="0x00’slot="0x01’function="0x1’/>
</controller>
<controller type="usb’index="0’model="piix3-uhci’>
<address type="pci’domain="0x0000’bus="0x00’slot="0x01’function="0x2’/>
</controller>
<controller type="pci’index="0"model="pci-root’ />
<interface type="direct’>

<mac address="52:54:00:bb:ac:05’/>
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<source dev="enp129s0f0°’mode="bridge’/>

<model type="virtio’/>

<address type="pci’domain="0x0000’bus="0x00’slot="0x03"function="0x0’/>
</interface>
<interface type="vhostuser’>

<mac address="52:54:00:55:55:56/>

<source type="unix’path="/var/run/openvswitch/vhost-userl’mode="client’/>

<model type="virtio’/>

<address type="pci’domain="0x0000’bus="0x00’slot="0x04’function="0x0"/>
</interface>

<interface type="vhostuser’>

<mac address="52:54:00:2a:32:64’/>

<source type="unix’path="/var/run/openvswitch/vhost-user2’mode="client’/>

<model type="virtio’/>
<address type="pci’domain="0x0000’bus="0x00’slot="0x05’function="0x0"/>
</interface>
<interface type="vhostuser’>
<mac address="52:54:00:2a:32:74°/>
<source type="unix’path="/var/run/openvswitch/vhost-user3’mode="client’/>
<model type="virtio’/>
<address type="pci’domain="0x0000’bus="0x00’slot="0x06’function="0x0"/>
</interface>
<interface type="vhostuser’>

<mac address="52:54:00:2a:32:84’/>

<source type="unix’path="/var/run/openvswitch/vhost-user4’mode="client’/>

<model type="virtio’/>

<address type="pci’domain="0x0000’bus="0x00’slot="0x09’function="0x0"/>

</interface>

<serial type="pty’>
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<target port="0’/>
</serial>
<console type="pty’>
<target type="serial’port="0"/>
</console>
<input type="mouse’bus="ps2’/>
<input type="keyboard’bus="ps2’/>
<graphics type="vnc’port="-1’autoport="yes’>
<listen type="address’/>
</graphics>
<video>
<model type="cirrus’vram="16384"heads="1’primary="yes’/>
<address type="pci’domain="0x0000"bus="0x00’slot="0x02’function="0x0’/>
</video>
<memballoon model="virtio’>
<address type="pci’domain="0x0000’bus="0x00’slot="0x08’function="0x0"/>
</memballoon>
</devices>

</domain

Points to note

In the XML file, the hugepage size must be 1 GB, as shown in the sample file.
<memoryBacking>
<hugepages>
<page size="1048576’unit="KiB’/>
</hugepages>
Also, in the sample file vhost-userl is the vhostuser port bound to ovs-br0.
<interface type="vhostuser’>

<mac address="52:54:00:55:55:56/>
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<source type="unix’path="/var/run/openvswitch/vhost-userl’mode="client’/>

<model type="virtio’/>

<address type="pci’domain="0x0000’bus="0x00’slot="0x04"function="0x0’/>
</interface>

To bring up the Citrix ADC VPX instance, start using virsh command.

Deploy a Citrix ADC VPX instance on AWS

August 20, 2024

You can launch a Citrix Citrix ADC VPX instance on Amazon Web Services (AWS). The Citrix ADC VPX ap-
pliance is available as an Amazon Machine Image (AMI) in AWS marketplace. A Citrix ADC VPX instance
on AWS enables customer like you to leverage AWS Cloud computing capabilities and use Citrix ADC
load balancing and traffic management features for their business needs. The VPX instance supports
all the traffic management features of a physical Citrix ADC appliance, and they can be deployed as
standalone instances or in HA pairs.

This section includes the following topics:

« AWS terminology
+ How a Citrix ADC VPX instance on AWS works
« Supported instance type, ENI, and IP addresses

AWS terminology

Here is a brief description of the terms used in this document. For more information, see AWS Glos-

sary.

Term Defintion

Amazon Machine Image (AMI) A machine image, which provides the
information required to launch an instance,
which is a virtual server in the cloud.

Elastic Block Store Provides persistent block storage volumes for
use with Amazon EC2 instances in the AWS
Cloud.

Simple Storage Service (S3) Storage for the Internet. It is designed to make

web-scale computing easier for developers.
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Term

Elastic Compute Cloud (EC2)

Elastic Load Balancing (ELB)

Elastic network interface (ENI)

Elastic IP (EIP) address

Instance type

Identity and Access Management (IAM)

Internet Gateway

Key pair

Defintion

A web service that provides secure, resizable
compute capacity in the cloud. It is designed to
make web-scale cloud computing easier for
developers.

Distributes incoming application traffic across
multiple EC2 instances, in multiple Availability
Zones. This increases the fault tolerance of your
applications.

Avirtual network interface that you can attach to
aninstancein a VPC.

A static, public IPv4 address that you have
allocated in Amazon EC2 or Amazon VPC and
then attached to an instance. Elastic IP
addresses are associated with your account, not
a specific instance. They are elastic because you
can easily allocate, attach, detach, and free them
as your needs change.

Amazon EC2 provides a wide selection of
instance types optimized to fit different use
cases. Instance types comprise varying
combinations of CPU, memory, storage, and
networking capacity and give you the flexibility
to choose the appropriate mix of resources for
your applications.

An AWS identity with permission policies that
determine what the identity can and cannot do
in AWS. You can use an IAM role to enable
applications running on an EC2 instance to
securely access your AWS resources.lAM role is
required for deploying VPX instances in a
high-availability setup.

Connects a network to the Internet. You can
route traffic for IP addresses outside your VPC to
the Internet gateway.

A set of security credentials that you use to
prove your identity electronically. A key pair
consists of a private key and a public key.
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Term Defintion

Route tables A set of routing rules that controls the traffic
leaving any subnet that is associated with the
route table. You can associate multiple subnets
with a single route table, but a subnet can be
associated with only one route table at a time.

Security groups A named set of allowed inbound network
connections for an instance.

Subnets A segment of the IP address range of a VPC that
EC2 instances can be attached to. You can create
subnets to group instances according to security
and operational needs.

Virtual Private Cloud (VPC) A web service for provisioning a logically isolated
section of the AWS cloud where you can launch
AWS resources in a virtual network that you
define.

Auto Scaling A web service to launch or terminate Amazon
EC2 instances automatically based on
user-defined policies, schedules, and health
checks.

CloudFormation A service for writing or changing templates that
create and delete related AWS resources
together as a unit.

How a Citrix ADC VPX instance on AWS works

The Citrix ADC VPX instance is available as an AMI in AWS marketplace, and it can be launched as an
EC2 instance within an AWS VPC. The Citrix ADC VPX AMl instance requires a minimum of 2 virtual CPUs
and 2 GB of memory. An EC2 instance launched within an AWS VPC can also provide the multiple
interfaces, multiple IP addresses per interface, and public and private IP addresses needed for VPX
configuration. Each VPX instance requires at least three IP subnets:

+ Amanagement subnet
+ Aclient-facing subnet (VIP)
+ A back-end facing subnet (SNIP,MIP, etc.)

Citrix recommends three network interfaces for a standard VPX instance on AWS installation.

AWS currently makes multi-IP functionality available only to instances running within an AWS VPC. A
VPX instance in a VPC can be used to load balance servers running in EC2 instances. An Amazon VPC
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allows you to create and control a virtual networking environment, including your own IP address

range, subnets, route tables, and network gateways.

Note: By default, you can create up to 5 VPC instances per AWS region for each AWS account. You can

request higher VPC limits by submitting Amazon’s request form http://aws.amazon.com/contact-

us/vpc-request.

Figure 1. A Sample Citrix ADC VPX Instance Deployment on AWS Architecture
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Figure 1 shows a simple topology of an AWS VPC with a
Citrix ADC VPX deployment. The AWS VPC has:

Asingle Internet gateway to route traffic in and out of the VPC.
Network connectivity between the Internet gateway and the Internet.
Three subnets, one each for management, client, and server.

> wnN e

client).

Network connectivity between the Internet gateway and the two subnets (management and

5. Astandalone Citrix ADC VPX instance deployed within the VPC. The VPX instance has three ENls,

one attached to each subnet.
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Supported instance type, ENI, and IP addresses
For more information about Amazon EC2 instances and IP addresses supported per NIC per instance
type:

« Instance types
« IP addresses per network interface per instance type

For higher bandwidth, Citrix recommends the following instance types:

Instance type Bandwidth Enhanced networking (SR-10V)
M4.10x large 3 Gbps and 5 Gbps Yes
C4.8x large 3 Gbps and 5 Gbps Yes

Limitations and usage guidelines

August 20, 2024

The following limitations and usage guidelines apply when deploying a Citrix ADC VPX instance on
AWS:

+ Before you start, read the AWS terminology section in Deploy a Citrix ADC VPX instance on AWS.
+ The clustering feature is not supported for VPX.

+ For the high availability setup to work effectively, associate a dedicated NAT device to manage-
ment Interface or associate EIP to NSIP. For more information on NAT, in the AWS documenta-
tion, see NAT Instances.

+ Data traffic and management traffic must be segregated with ENIs belonging to different sub-
nets.

+ Only the NSIP address must be present on the management ENI.

« If a NAT instance is used for security instead of assigning an EIP to the NSIP, appropriate VPC
level routing changes are required. For instructions on making VPC level routing changes, in
the AWS documentation, see Scenario 2: VPC with Public and Private Subnets.

« AVPXinstance can be moved from one EC2 instance type to another (for example, from m3.large
to an m3.xlarge).

+ For storage options for VPX on AWS, Citrix recommends EBS, because it is durable and the data
is available even after it is detached from instance.
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+ Dynamic addition of ENIs to VPX is not supported. Restart the VPX instance to apply the update.
Citrix recommends you to stop the standalone or HA instance, attach the new ENI, and then
restart the instance.

« You can assign multiple IP addresses to an ENI. The maximum number of IP addresses per ENI
is determined by the EC2 instance type, see the section “IP Addresses Per Network Interface Per
Instance Type”in Elastic Network Interfaces. You must allocate the IP addresses in AWS before
you assign them to ENIs. For more information, see Elastic Network Interfaces.

« Citrix recommends that you avoid using the enable and disable interface commands on Citrix
ADC VPX interfaces.

o The Citrix ADC set ha node \<NODE\\_ID\> -haStatus STAYPRIMARY and set
ha node \<NODE\\_ID\> -haStatus STAYSECONDARY commands are disabled by
default.

« IPv6 is not supported for VPX.

« Due to AWS limitations, these features are not supported:

Gratuitous ARP(GARP)
L2 mode

Tagged VLAN
Dynamic Routing
Virtual MAC (VMAC)

« For RNAT to work, ensure Source/Destination Check is disabled. For more information, see
“Changing the Source/Destination Checking”in Elastic Network Interfaces.

« In a Citrix ADC VPX deployment on AWS, in some AWS regions, the AWS infrastructure might
not be able to resolve AWS API calls. This happens if the API calls are issued through a nonman-
agement interface on the Citrix ADC VPX instance.

As a workaround, restrict the API calls to the management interface only. To do that, create a
NSVLAN on the VPX instance and bind the management interface to the NSVLAN by using the
appropriate command.

For example:

set ns config -nsvlan <vlan id> -ifnum 1/1 -tagged NO

save config

Restart the VPX instance at the prompt. For more information about configuring NSVLAN,
see Configuring NSVLAN.

+ Inthe AWS console, the vCPU usage shown for a VPX instance under the Monitoring tab might
be high (up to 100 percent), even when the actual usage is much lower. To see the actual vCPU
usage, use the VPX GUI or CLI.
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Prerequisites

August 20, 2024

Before attempting to create a VPX instance in AWS, ensure you have the following:

« An AWS account: to launch a Citrix ADC VPX AMI in an Amazon Web Services (AWS) Virtual Pri-
vate Cloud (VPC). You can create an AWS account for free at www.aws.amazon.com.

« An AWS Identity and Access Management (IAM) user account: to securely control access to
AWS services and resources for your users. For more information about how to create an IAM
user account, see the topic Creating IAM Users (Console).

An IAM role is mandatory for both standalone and high availability deployments. The IAM role must
have the following privileges:

ec2:Describelnstances
ec2:DescribeNetworkInterfaces
ec2:DetachNetworkInterface
ec2:AttachNetworkInterface
ec2:StartInstances
ec2:StopInstances
ec2:RebootInstances
ec2:DescribeAddresses
ec2:AssociateAddress
ec2:DisassociateAddress
ec2:AssignPrivateIpAddresses
ec2:UnAssignPrivateIpAddresses
autoscaling:*
sns:CreateTopic
sns:DeleteTopic
sns:ListTopics

sns:Subscribe
sqgs:CreateQueue
sqgs:ListQueues
sgs:DeleteMessage
sqs:GetQueueAttributes
sgs:SetQueueAttributes
jam:SimulatePrincipalPolicy
iam:GetRole

If you use the Citrix CloudFormation template, the IAM role is automatically created. The template
does not allow selecting an already created IAM role.

Note: When you log on the VPX instance through GUI, a prompt to configure the required privi-
leges for IAM role appears. Ignore the prompt if you’ve already configured the privileges.
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You must add the following AWS Identity and Access Management privileges before proceeding further X

« AWS CLI: to use all the functionality provided by the AWS Management Console from your ter-
minal program. For more information, see the AWS CLI user guide. You also need the AWS CLI
to change the network interface type to SR-I0V.

« Elastic Network Adapter (ENA): For ENA driver-enabled instance type, the firmware version
must be 13.0 and above.

Deploy a Citrix ADC VPX standalone instance on AWS

August 20, 2024

You can deploy a Citrix ADC VPX standalone instance on AWS by using the following options:

+ AWS web console
« Citrix-authored CloudFormation template
« AWS CLI

This topic describes the procedure for deploying a Citrix ADC VPX instance on AWS.

Before you start your deployment, read the following topics:

» Prerequisites
« Limitation and usage guidelines

Deploy a Citrix ADC VPX instance on AWS by using the AWS web console

You can deploy a Citrix ADC VPX instance on AWS through the AWS web console. The deployment
process includes the following steps:

1. Create a Key Pair
2. Create a Virtual Private Cloud (VPC)
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Add additional subnets

Create security groups and security rules

Add route tables

Create an internet gateway

Create a Citrix ADC VPX instance

Create and attach additional network interfaces

© ® N oUW

Attach elastic IPs to the management NIC
10. Connect to the VPX instance

Step 1: Create a key pair.

Amazon EC2 uses a key pair to encrypt and decrypt logon information. To log on to your instance, you
must create a key pair, specify the name of the key pair when you launch the instance, and provide
the private key when you connect to the instance.

When you review and launch an instance by using the AWS Launch Instance wizard, you are prompted
to use an existing key pair or create a new key pair. More more information about how to create a key
pair, see Amazon EC2 Key Pairs.

Step 2: Create a VPC.

A Citrix ADC VPC instance is deployed inside an AWS VPC. A VPC allows you to define virtual network
dedicated to your AWS account. For more information about AWS VPC, see Getting Started With Ama-
zon VPC.

While creating a VPC for your Citrix ADC VPX instance, keep the following points in mind.

+ Use the VPC with a Single Public Subnet Only option to create a AWS VPC in an AWS availability
zone.
+ Citrix recommends that you create at least three subnets, of the following types:

- Onesubnetfor managementtraffic. You place the management IP(NSIP) on this subnet. By
default elastic network interface (ENI) eth0 is used for management IP.

- One or more subnets for client-access (user-to-Citrix ADC VPX) traffic, through which
clients connect to one or more virtual IP (VIP) addresses assigned to Citrix ADC load
balancing virtual servers.

- One or more subnets for the server-access (VPX-to-server) traffic, through which your
servers connect to VPX-owned subnet IP (SNIP) addresses. For more information about
Citrix ADC load balancing and virtual servers, virtual IP addresses (VIPs), and subnet IP
addresses (SNIPs), see:

- All subnets must be in the same availability zone.

Step 3: Add subnets.

When you used the VPC wizard, only one subnet was created. Depending on your requirement, you
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might want to create additional subnets. For more information about how to create additional sub-
nets, see Adding a Subnet to Your VPC.

Step 4: Create security groups and security rules.

To controlinbound and outbound traffic, create security groups and add rules to the groups. For more
information how to create groups and add rules, see Security Groups for Your VPC.

For Citrix ADC VPXinstances, the EC2 wizard gives default security groups, which are generated by AWS
Marketplace and is based on recommended settings by Citrix. However, you can create additional
security groups based on your requirements.

Note

Port 22, 80,443 to be opened on the Security group for SSH, HTTP, and HTTPS access respectively.

Step 5: Add route tables.

Route table contains a set of rules, called routes, that are used to determine where network traffic is
directed. Each subnet in your VPC must be associated with a route table. For more information about
how to create a route table, see Route Tables.

Step 6: Create an internet gateway.

An internet gateway serves two purposes: to provide a target in your VPC route tables for internet-
routable traffic, and to perform network address translation (NAT) for instances that have been as-
signed public IPv4 addresses.

Create an internet gateway for internet traffic. For more information about how to create an Internet
Gateway, see the section Attaching an Internet Gateway.

Step 7: Create a Citrix ADC VPX instance by using the AWS EC2 service.

To create a Citrix ADC VPX instance by using the AWS EC2 service, complete the following steps.

1. From the AWS dashboard, go to Compute > EC2 > Launch Instance > AWS Marketplace.

Before you click Launch Instance, ensure your region is correct by checking the note that ap-
pears under Launch Instance.

XCreate Instance

To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.

Note: Your instances will launch In the Asla Pacific (Mumbal) region

2. Inthe Search AWS Marketplace bar, search with the keyword Citrix ADC VPX.
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3. Select the version you want to deploy and then click Select. For the Citrix ADC VPX version, you
the following options:

+ Alicensed version

« Citrix ADC VPX Express appliance (This is a free virtual appliance, which is available from
Citrix ADC 12.0 56.20.)

+ Bring your own device

The Launch Instance wizard starts. Follow the wizard to create an instance. The wizard prompts you
to:

« Choose Instance Type

+ Configure Instance

+ Add Storage

+ Add Tags

+ Configure Security Group
+ Review

Services v  Resource Groups v %

1. Choose AM 2. Choose Instance Type 4, Configure Instance 4, Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 8: Create and attach additional network interfaces.

Create two additional network interfaces for VIP and SNIP. For more information about how to create
additional network interfaces, see the Creating a Network Interface section.

After you’ve created the network interfaces, you must attach them to the VPX instance. Before at-
taching the interface, shut down the VPX instance, attach the interface, and power on the instance.
For more information about how to attach network interfaces, see the Attaching a Network Interface
When Launching an Instance section.

Step 9: Allocate and associate elastic IPs.

If you assign a public IP address to an EC2 instance, it remains assigned only until the instance is
stopped. After that, the address is released back to the pool. When you restart the instance, a new
public IP address is assigned.

In contrast, an elastic IP (EIP) address remains assigned until the address is disassociated from an
instance.

Allocate and associate an elastic IP for the management NIC. For more information about how to allo-
cate and associate elastic IP addresses, see these topics:

+ Allocating an Elastic IP Address
+ Associating an Elastic IP Address with a Running Instance
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These steps complete the procedure to create a Citrix ADC VPX instance on AWS. It can take a few
minutes for the instance to be ready. Check that your instance has passed its status checks. You can
view this information in the Status Checks column on the Instances page.

Step 10: Connect to the VPX instance.

After you’ve created the VPX instance, you connect the instance by using the GUI and an SSH client.

+ GUI
The following are the default administrator credentials to access a Citrix ADC VPX instance
User name: nsroot

Password: The default password for the nsroot account is set to the AWS instance-ID of the
Citrix ADC VPX instance.

« SSH client

From the AWS management console, select the Citrix ADC VPX instance and click Connect. Fol-
low the instructions given on the Connect to Your Instance page.

For more information about how to deploy a Citrix ADC VPX standalone instance on AWS by
using the AWS web console, see:

« Scenario: standalone instance

» How to configure a Citrix NetScaler VPX instance on AWS by using Citrix CloudFormation tem-
plate

Configure a Citrix ADC VPX instance by using the Citrix CloudFormation template

You can use the Citrix-provided CloudFormation template to automate VPX instance launch. The tem-
plate provides functionality to launch a single Citrix ADC VPX instance, or to create a high availability
environment with a pair of Citrix ADC VPX instances.

You can launch the template from AWS Marketplace or GitHub.

The CloudFormation template requires an existing VPC environment, and it launches a VPX instance
with three elastic network interfaces (ENIs). Before you start the CloudFormation template, ensure
that you complete the following requirements:

« An AWS virtual private cloud (VPC)

+ Three subnets within the VPC: one for management, one for client traffic, and one for back-end
servers

+ An EC2 key pair to enable SSH access to the instance

+ Asecurity group with UDP 3003, TCP 3009-3010, HTTP, SSH ports open
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See the “Deploy a Citrix ADC VPX Instance on AWS by Using the AWS Web Console”section or AWS
documentation for more information about how to complete the prerequisites.

Watch this video to learn about how to configure and launch a Citrix ADC VPX standalone instance by
using the Citrix CloudFormation template available in the AWS Marketplace.

Further, you configure and launch a Citrix ADC VPX Express standalone instance by using the Citrix
CloudFormation template available in GitHub:

https://github.com/citrix/citrix-adc-aws-cloudformation/tree/master/templates/standalone/1nic/e
xpress-single-nic

An IAM role is not mandatory for a standalone deployment. However, Citrix recommends that you
create and attach an IAM role with the required privileges to the instance, for future need. The IAM
role ensures that the standalone instance is easily converted to a high availability node with SR-10V,
when required.

For more information about the required privileges, see Configuring Citrix ADC VPX instances to use
the SR-IOV Network Interface.

Configure a Citrix ADC VPX instance by using the AWS CLI

You can use the AWS CLI to launch instances. For more information, see the AWS Command Line In-
terface Documentation.

Scenario: standalone instance

August 20, 2024
May 24,2018

This scenario illustrates how to deploy a Citrix ADC VPX standalone EC2 instance in AWS by using the
AWS GUI. Create a standalone VPX instance with three NICs. The instance, which is configured as a
load balancing virtual server, communicates with backend servers (the server farm). For this config-
uration, set up the required communication routes between the instance and the back-end servers,
and between the instance and the external hosts on the public internet.

For more details about the procedure for deploying a VPX instance., see Deploy a Citrix ADC VPX stand-
alone instance on AWS.
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Create three NICs. Each NIC can be configured with a pair of IP addresses (public and private). The
NICs serve the following purposes.

NIC Purpose Associated with
eth0 Serves management traffic A public IP address and a
(NSIP) private IP address
ethl Serves client-side traffic (VIP) A public IP address and a
private IP address
ethl Communicates with backend A public IP address (Private IP
servers (SNIP) address not mandatory)

Step 1: Create a VPC.

1. Log on to the AWS web console and navigate to Networking & Content Delivery > VPC. Click Start
VPC Wizard.

2. Select VPC with a Single Public Subnet and click Select.

3. Set the IP CIDR Block to 10.0.0.0/16, for this scenario.

4. Give a name for the VPC.

5. Set the public subnet to 10.0.0.0/24. (This is the management network).
6. Select an availability zone.

7. Give a give a name for the subnet.

8. Click Create VPC.

© 1999-2024 Cloud Software Group, Inc. All rights reserved. 315



Citrix ADC 12.1

Step 2: VPC with a Single Public Subnet
IPv4 CIDR block=*  10.0.0.0/16 {65531 IF addresses available)

IPv6 CIDR block: € No [PvE CIDR Block
Amazon provided [PvE CIDR block

VPC name:  NSDoc
Public subnet's IPv4 CIDR:*  10.0.0.0v24 {251 IP addresses available)

Availability Zone:*  ap-south-1a ¢
Subnet name: NSDoc-MGMT

You can add more subnets after AWS creates the VPC

Service andpoints
Add Endpoint

Enable DNS hostnames:* @ Yes  No
Hardware tenancy:" = Default

Canceland Ext | Bock

Step 2: Create additional subnets.
1. Open the Amazon VPC console at https://console.aws.amazon.com/vpc/.

2. In the navigation pane, choose Subnets, Create Subnet after you enter the following details.

Name tag: Provide a name for your subnet.

« VPC: Choose the VPC for which you’re creating the subnet.

Availability Zone: Choose the availability zone in which you created the VPC in step 1.

IPv4 CIDR block: Specify an IPv4 CIDR block for your subnet. For this scenario, choose
10.0.1.0/24.

Create Subnet %

Use the CIDR format to specify your subnet's IP address block (e.g., 10.0.0.0/24). Note that block sizes must be between a /16
netmask and /28 netmask. Also, note that a subnet can be the same size as your VPC. An IPv6 CIDR block must be a /64 CIDR block.

Name tag | NSDoc-client (i}
VPC | vpc-ac9ad2cs |NSDoc & €

WG G CIDR Status Status Reason

10.0.0.0/16 associated

Availability Zone = ap-south-1a % €@
IPv4 CIDR block | 10.0.1.0/24 (i)

Cancel Yes, Create

3. Repeat the steps to create one more subnet for back-end servers.
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Create Subnet x

Use the CIDR format to specify your subnet's |IP address block (e.g., 10.0.0.0/24). Note that block sizes must be between a /16
netmask and /2B netmask. Also, note that a subnet can be the same size as your VPC. An IPv6 CIDR block must be a /64 CIDR block.

Name tag NSDoc-server 0
VPC | vpc-acBad2c5 |[NSDoc & @

RCh CIDR Status Status Reason

10.0.0.0M16 associated

Availability Zone = No Preference + €
IPv4 CIDR block | 10.0.2.0/24 0

Cancel Yes, Create

Step 3: Create a route table.

1. Open the Amazon VPC console at https://console.aws.amazon.com/vpc/.

2. In the navigation pane, choose Route Tables > Create Route Table.

3. In the Create Route Table window, add a name and select the VPC that you created in step 1.

4. Click Yes, Create.

Create Route Table x

A route table specifies how packets are forwarded between the subnets within your VPC, the Internet,
and your VPN connection.

Name tag | NSDoc-internet-traffic 0

VPC | vpc-ac9ad2c5 |NSDoc # ©

Cancel Yes, Create

The route table is assigned to all the subnets that you created for this VPC, so that routing of traffic
from instance in one subnet can reach an instance in another subnet.

5. Click Subnet Associations, and then click Edit.

6. Clickthe management and client subnet and click Save. This creates a route table for internet traffic
only.
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rtb-4329082a | NSDoc-internet-traffic
Summary Routes Subnet Associations Route Propagation Tags
Cancel
Associate  Subnet IPva CIDR IPv6CIDR Current Route Table
subnet-c4ce9aad | NSDoc-MGMT 10.0.0.0/24 - rtb-735a7b1a
subnet-31ce8a58 | NSDoc-client  10.0.1.0/24 - Main
subnet-d0cd99b8 | NSDoc-server  10.0.2.0/24 - Main

7. Click Routes > Edit > Add another route.

8. In the Destination field add 0.0.0.0/0, and click the Target field to select igw-<xxxx> the Internet
Gateway that the VPC Wizard created automatically.

9. Click Save.

rtb-4329082a | NSDoc-internet-traffic

Summary Routes Subnet Associations Route Propagation Tags
Cancel
View: All rules
Destination Target Status Propagated Remove
10.0.0.0/16 local Active No
0.0.0.0/0 igw-9fbe2df6 No O

Add another route

10. Follow the steps to create a route table for server-side traffic.
Step 4: Create a Citrix ADC VPX instance.
1. Log on the AWS management console and click EC2 under Compute.

2. Click AWS Marketplace. In the Search AWS Marketplace bar, type Citrix ADC VPX and press Enter.
The available Citrix ADC VPX editions are displayed.

3. Click Select to choose the desired Citrix ADC VPX edition. The EC2 instance wizard starts.

4. In the Choose Instance Type page, select m4. Xlarge (recommended) and click Next: Configure

Instance Details.

5. In the Configure Instance Details page, select the following, and then click Next: Add Storage.
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Number of instances: 1
+ Network: the VPC that created in Step 1
+ Subnet: the management subnet

+ Auto-assign Public IP: Enable

nirmalanaj @ nirmalanaj +  Mumbal +  Support ~

2. Choosa Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Securlty Group

Step 3: Configure Instance Details
Configure the instance to suit your requirements. You can launch multiple instances from the same AMI, request Spot instances to take advantage of the lower pricing, assign an access management rola to the instance, and
mare.

Number of instances | 1 Launch into Auto Scaling Group (]
Purchasing option |
Network [ vp-ac8aalos | NSDoo B C Create new vPC
Subnet || L SMT | ap: 8 Create new subnat

251 IP Addresses available

Auto-assign PublicIP | Enable %]
Placement group | Mo placement group 2]
IAM role Mane B C Create new 1AM role
Shutdown behavier ] Stop B
Enable termination protection | Protect against accidental terrmination
Monitoring  (j Enable CloudWatch detailed monitoring

Additional charges apply.
EBS-optimized instance ||

Tenancy i Shared - Rur & shated hasdware instance B
Additional charges will spply for dedicated tenancy.

cunce | roveun | EERTIEY e i

6. In the Add Storage page, select the default option, and click Next: Add Tags.
7. In the Add Tags page, add a name for the instance, and click Next: Configure Security Group.

8. In the Configure Security Group page, select the default option (which is generated by AWS Market-
place and is based on recommended settings by Citrix Systems) and then click Review and Launch >
Launch.

9. You are prompted to select an existing key pair or create and new key pair. From the Select a key pair
drop-down list, select the key pair that you created as a prerequisite (See the Prerequisite section.)

10. Check the box to acknowledge the key pair and click Launch Instances.
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Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI.
Choose an existing key pair B
Select a key pair
| acknowledge that | have access to the selected private key file (NSDOCKeypair.pem), and
that without this file, | won't be able to log into my instance.

3

Cancel Launch Instances

Launch Instance Wizard displays the Launch Status, and the instance appears in the list of instances

when it is fully launched.

The check instance, go the AWS console click EC2 > Running Instances. Select the instance and add a
name. Make sure the Instance State is running and Status Checks is complete.

Step 5: Create and attach more network interfaces.

When you created the VPC, only one network interface associated with it. Now add two more network
interfaces to the VPC, for the VIP and SNIP.

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. In the navigation pane, choose Network Interfaces.

3. Choose Create Network Interface.

4. For Description, enter a descriptive name.

5. For Subnet, select the subnet that you created previously for the VIP.

6. For Private IP, leave the default option.

7. For Security groups, select the group.

8. Click Yes, Create.
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Create Network Interface X
Description (i) NSDoc-VIP-NIC
Subnet (1:- subnet-31ceQaSB ap-south-1a | NSDoc-client n
Private IP () auto assign
Security groups (i) 15g-05e3186d - NetScaler VPX - Customer Licensed-12-0-41-23-Autor

!sg-dzscﬁfba - default - default VPC security group

cmen

9. After the network interface is created, add a name to the interface.
10. Repeat the steps to create a network interface for server-side traffic.
Attach the network interfaces:

1. In the navigation pane, choose Network Interfaces.

2. Select the network interface and choose Attach.

3. In the Attach Network Interface dialog box, select the instance and choose Attach.

Attach Network Interface

Network Interface: eni-3e8b33855

Instance ID: i-029694619cg5071ec - NSDoc-VM (running) B

cancer (LD

Step 6: Attach elastic IP to the NSIP.

1. From the AWS management console, go to NETWORK & SECURITY > Elastic IPs.
2. Check for available free EIP to attach. If none, click Allocate new address.

3. Select the newly allocated IP address and choose Actions > Associate address.

4, Click the Network interface radio button.
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5. From the Network interface drop-down list, select the management NIC.
6. From the Private IP drop-down menu, select the AWS-generated IP address.
7. Select the Reassociation check box.

8. Click Associate.

Acenciate ad alats
ASSOCIdLle dadress

Select the instance OR network interface to which you want to associate this Elastic IP address (13.126.158.205)

Resource type Instance i)
@ Network interface
Network interface | eni-B78133ec | C
Frivate IP cCe
enl-De55e565
Reassociation ani-dd1cach ached €

oni-T8fB84d1d

eni-T2f183d

A Waming enl-87813%c
If you associate an Elastic 1P ad

Y isn A am more.,
eni-23M4ads fress is released. Leamn more

eni-1fadef53
eni-2dafa?El

* Required

Access the VPX instance:

Afteryou’ve configured a standalone Citrix ADC VPX instance with three NICs,log on to the VPX instance
to complete the Citrix ADC-side configuration. Use of the following options:

+ GUI: Type the public IP of the management NIC in the browser. Log on by using nsroot as the user
name and the instance ID (i-0c1ffe1d987817522) as the password.

+ SSH: Open an ssh client and type:
ssh -i <location of your private key> nsroot@<public DNS of the instance>
To find the public DNS, click the instance, and click Connect.

Related information:

+ To configure the Citrix ADC-owned IP addresses (NSIP, VIP, and SNIP), see Configuring Citrix ADC-
Owned IP Addresses.

+ You’ve configured a BYOL version of the Citrix ADC VPX appliance, for more information see the
VPX Licensing Guide at http://support.citrix.com/article/CTX122426

Download a Citrix ADC VPX license

August 20, 2024

After the launch of Citrix ADC VPX-customer licensed instance from the AWS marketplace, a license is
required. For more information on VPX licensing, see Licensing overview.
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You have to:

1. Use the licensing portal within Citrix website to generate a valid license.
2. Upload the license to the instance.

If this is a paid marketplace instance, then you do not need to install a license. The correct feature set
and performance activate automatically.

If you use a Citrix ADC VPX instance with a model number higher than VPX 5000, the network through-
put might not be the same as specified by the instance’s license. However, other features, such as SSL
throughput and SSL transactions per second, might improve.

5 Gbps network bandwidth is observed in the c4 . 8xlarge instance type.

How to migrate the AWS subscription to BYOL

This section describes the procedure to migrate from AWS subscription to Bring your own license
(BYOL), and conversely.

Do the following steps to migrate an AWS subscription to BYOL:
Note

The Step 2 and Step 3 are done on the Citrix ADC VPX instance, and all other steps are done on
the AWS portal.

1. Create a BYOL EC2 instance using Citrix ADC VPX - Customer Licensed in the same availability
zone as the old EC2 instance that has the same security group, IAM role, and subnet. The new
EC2 instance must have only one ENI interface.

2. To back up the data on the old EC2 instance using the Citrix ADC GUI, follow these steps.
a) Navigate to System > Backup and Restore.

b) Inthe Welcome page, click Backup/Import to start the process.

ADC VPX Enterprise

Backup and Restore
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c) Inthe Backup/Import page, fill in the following details:

+ Name —Name of the backup file.
+ Level —Select the backup level as Full.
« Comment —Provide a brief description of the backup.

cifri®  ADC VPX Enterprise Edition (10)

T e o

d) Click Backup. Oncethe backupiscomplete, you can select the file and download it to your
local machine.

Cilrix ADC VPX Enterprise Edition (10)

WS

I Syvtem

@)

3. To restore the data on the new EC2 instance using the Citrix ADC GUI, follow these steps:
a) Navigate to System > Backup and Restore.
b) Click Backup/Import to start the process.

c) Select the Import option and upload the backup file.
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citrix  ADC VPX AWS BYOL

d) Select thefile.

e) From the Select Action drop-down menu, select Restore.

Backup and Restere @

LT T

@

f) On the Restore page, verify the file details, and click Restore.

+ Restore

= ®
g) After the restore, reboot the EC2 instance.

4. Move all interfaces (except the management interface to which the NSIP address is bound) from
the old EC2 instance to the new EC2 instance. To move a network interface from one EC2 in-
stance to another, follow these steps:

a) Inthe AWS Portal, stop both the old and new EC2 instances.

b) Navigate to Network Interfaces, and select the network interface attached to the old EC2

instance.

c) Detach the EC2 instance by clicking Actions > Detach.
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P % Netwark interfaces | a & Actigns & Jﬁ;x::_;;wf_:m
3 1 &

d) Attach the network interface to the new EC2 instance by clicking Actions > Attach. Enter

the EC2 instance name to which the network interface must be attached.
O flemzczEienence

Attach netwerk interface "

Kt it e

e) Do the Step 1 to Step 4 for all other interfaces that are attached. Make sure to follow the
sequence and maintain the interface order. That is, first detach interface 2 and attach it,
and then detach interface 3 and attach it, and so on.

5. You can’t detach the management interface from an old EC2 instance. So, move all the sec-
ondary IP addresses (if any) on the management interface (primary network interface) of the

old EC2 instance to the new EC2 instance. To move an IP address from one interface to another,
follow these steps:

a) Inthe AWS Portal, make sure that both the old and new EC2 instances are in Stop state.

b) Navigate to Network Interfaces, and select the management network interface attached
to the old EC2 instance.

c) Click Actions > Manage IP Address, and make note of all the secondary IP addresses as-
signed (if any).

d) Navigate to the management network interface or primary interface of the new EC2 in-
stance.

e) Click Actions > Manage IP Addresses.
f) 